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The Pierre Auger Observatory

Water-Cherenkov 
detector 
10 m2 , 1.2 m deep 

3000 km2

1661 water-Cherenkov detectors  
(on 1500 m or 750 m triangular grid)

27 fluorescence telescopes (4 sites) 

3.4 metre diameter segmented mirror 
2.2m diameter aperture stop and optical filter. 
440 pixel camera. 

Fluorescence Detectors (FD) : 24 telescopes in 4 “eyes” 

Schmidt telescope  
 3.4 m diameter mirror
2.2 m diameter aperture  

440-pixel camera
UV filter and corrector lenses
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Energy Scale of the Observatory is Based on Fluorescence Measurements

Fluorescence Detector (FD) energy 
measurements are largely calorimetric.   
 
We transfer this energy scale to the Surface 
Detector (SD) with hybrid events.  

But FD energy measurements are challenging:

• the atmosphere
• calibrations
• reconstruction
• invisible energy

See  A. Coleman, 
V. Verzi,

next two talks. 



• We report on examples of cross-checks,  
reduction of model dependence, and small 
improvements to FD energy determination.

• Overall, changes to FD energies since 2013 are 
small (later), and there is no significant change to 
table of systematics.

• later:  statistical errors (resolution).

FD ENERGY SCALE 
fluorescence photons 

dE 
dX 

energy 
deposit 

Fluorescence yield!
!

Atmosphere!
!

FD calibration!

up to 30 km 

⇒ Ecal =
dE
dX
dX∫

slant depth 
X [g/cm2]  

⇒ Einv
E = Ecal +Einv

2"

dE/dX reconstruction!
!

Invisible energy (ν, µ, ..)!

Improvements in each sector of the reconstruction:!
!

  impact on the energies!
  systematic uncertainties correlated and uncorrelated among  
     different showers (crucial to correctly propagate the FD    
     uncertainties to SD energies) 
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Current Energy Systematics:  ICRC 2013

The Energy Scale of the Pierre Auger Observatory Bruce R. Dawson

The isotropically emitted light traverses the atmosphere to reach the fluorescence detector,42

typically through larger distances for the rarer, higher energy showers. Energy systematics from the43

atmosphere include those associated with losses due to scattering of light by atmospheric molecules44

and aerosols, and those connected to the quenching of fluorescence light at the source. The total45

systematic ranges between 3.4% and 6.2% (smaller uncertainty at lower energies), dominated by46

the uncertainty in aerosol optical depth.47

The photometric calibration of the FD telescopes contributes 9.9% to the energy systematic48

uncertainty. This includes uncertainties in the absolute calibration at 375 nm using the end-to-49

end “drum” method performed from time to time, and the nightly relative calibration done with50

fixed telescope-based light sources [1]. Uncertainty in the wavelength-dependence of the telescope51

efficiency (including filter, lens, mirror and camera) is also included, one of the systematics checked52

recently, and reported on below.53

Systematic uncert. in the energy scale

Fluorescence yield 3.6%
Atmosphere 3.4% – 6.2%

FD calibration 9.9%
FD profile recon. 6.5% – 5.6%
Invisible energy 3% – 1.5%

Stability of energy scale 5%

TOTAL 14%

Table 1: Current energy scale systematic uncertain-
ties [4]. A range refers to the change in systematic
from 3⇥1018eV to the highest energies.

Given the measured light as a function of54

time at the FD, the “shower profile”, or energy55

deposit as a function of atmospheric depth,56

dE

dX
(X), is reconstructed. Several reconstruction57

uncertainties contribute to an energy systematic58

of 6.5% – 5.6%, slightly larger at lower ener-59

gies. The main contributor is an uncertainty60

in light collection, given that the image spot is61

a convolution of the optical point spread func-62

tion and the finite width of the shower image.63

Also included are a small systematic associated64

with the model for multiple-scattered light, and65

a contribution to account for systematics from66

the constraints placed on parameters of the Gaisser-Hillas function (see below), mainly important67

for close-by showers where a smaller range of atmospheric depths is viewed by the FD.68

The FD technique actually measures the calorimetric energy of the EAS, that portion of the69

primary cosmic ray energy visible via fluorescence light. A small (⇠ 15%) correction is applied70

to the calorimetric energy to get the total energy, accounting for the invisible energy, Einv, associ-71

ated with high energy muons and neutrinos which deposit most of their energy in the ground. A72

systematic uncertainty in this correction leads to a systematic in the primary energy of 3%�1.5%.73

Our data-driven approach to estimating Einv has recently been updated, and is discussed below.74

The FD energy scale must be transferred to the SD. Each SD event has an energy estimator75

S(1000), the detector signal 1000 m from the shower core [7]. To remove the zenith angle de-76

pendence, we convert S(1000) to S38, the value it would have if the shower had arrived with the77

median zenith angle of q = 38�. Then, hybrid events are used to fit a relationship between S38 and78

the FD-measured energy, EFD, of the form EFD = AS
B

38. In 2013, the statistical error in this fit led to79

a small contribution to the systematic in the SD energy scale, but given the current event statistics,80

this contribution is now negligible. However, a related systematic contribution of 5% is part of81

Table 1 to account for stability of the energy scale over time. This was estimated by checking the82

stability of the SD energy, ESD = AS
B

38, for a given S38 over a 9-year period.83
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From 3x1018 eV to highest energies
- similar at lower energies
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Recent cross-checks and improvements:  Calibration

114
CHAPTER 7. A CROSS CHECK OF THE FLUORESCENCE DETECTOR

ABSOLUTE CALIBRATION USING STELLAR PHOTOMETRY

field of view of CO 4 but is applicable to any star for which the previously listed
conditions are satisfied.

7.1.1 Identifying Star Signals from FD Night Sky Background Files

On clear (cloudless) nights, Sirius will appear as a bright spot moving across the
field of view of the telescope. Quantitatively, this signal will manifest itself as
significantly large measurements of the NSB variance. The transit of Sirius can be
visualised by converting the NSB into an average photon flux (using the method
discussed in Section 6.2.2), as shown in Figure 7.2.

The NSB is sampled every 30 seconds during data acquisition, allowing the
signal from Sirius to be calculated with the same regularity. The method is out-
lined as follows:

1. The first step is to recognise that NSB variance measurements (s2
total) stored

in the FD background files have contributions from the star of interest (s2
star)
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Figure 7.2: The NSB photon flux observed by the pixels of CO 4 averaged over a
period of less than 2 hours. The colour scale here indicates the average photon
flux in units of 375 nm-equivalent photons/m2/µs. The track of bright PMTs
can be attributed to the transit of Sirius (which begins at an elevation of ⇠ 10�
for the time period considered here). The expected path of Sirius is overlaid in
black. It should be noted that the brightness of the star (and the NSB) increases
with elevation. NSB photons viewed at higher elevations propagate through less
atmosphere, suffering from less atmospheric attenuation on their paths towards
the detector.
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CHAPTER 7. A CROSS CHECK OF THE FLUORESCENCE DETECTOR

ABSOLUTE CALIBRATION USING STELLAR PHOTOMETRY
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Figure 7.7: The star signal from Sirius observed by CO 4 over several nights. The
colour scale here represents the average VAOD (up to a reference height of 4.5 km
a.s.l) as measured by the CLF.

measured during nights of less attenuation. The colour scale of Figure 7.7 repre-
sents the average nightly VAOD measured using the CLF and is inversely propor-
tional to the cleanliness of the atmosphere. Star tracks obtained from nights with
larger measured VAODs are attenuated more rapidly as a function of increasing
air mass. In theory, if all signals were measured with an equally calibrated in-
strument, each star track should converge to a single value at 0 air mass. The
significance of this detail will become apparent later in the analysis.

The ability to measure high quality star tracks is strongly dependent on ideal
observational conditions. The analysis requires cloudless nights during which FD
data acquisition remains largely uninterrupted, especially during the transit of
the star of interest. In a similar fashion to how varying atmospheres can affect
the track’s slope, observational conditions can alter the track length on different
nights i.e. the effective range of air mass covered by the star of interest. A number
of operational safety flags have been implemented in the FD system (see Section
6.1) that, when triggered, will block the telescope’s view of the star resulting in
an artificial shortening of the star track.

Modulations appear in each track as a consequence of the design of the FD
camera. For a perfectly efficient camera surface, one would expect the logarithm
of the star signal to be approximately linear as a function of air mass. However,
due to its pixelated design, the FD camera surface is not uniformly efficient, re-
sulting in almost periodic modulations in the star track. As previously mentioned,
a given star will traverse the sky along the same path night to night, implying that

New direct measurements of 
telescope spectral response 

Cross-check of absolute calibration 
- bright UV stars (e.g. Sirius)

Star measurements  
Correct for atmosphere (extinction method).

Confirms telescope absolute calibration  
(within method’s 8% systematic uncertainty.)

The Energy Scale of the Pierre Auger Observatory Bruce R. Dawson

the mean mass at a given energy, result in statistical uncertainties in the Einv correction. We es-208

timate the contribution to energy resolution from shower-to-shower fluctuations to be about 1%,209

with a contribution from mass composition uncertainty ranging from 2.4% to approximately 0%,210

reflecting the reduction in the spread in mass with energy inferred from Xmax measurements [22].211

The overall FD energy resolution shown in Figure 1(b) takes into account the advantage of212

“stereo” views of showers at the highest energies. In these cases, the energy used in analyses is213

the weighted mean of the reconstructed energies from the two (or more) stereo views, with the214

resulting improvement in statistical error.215

5. Conclusion216

We have reviewed the main systematic uncertainties associated with measuring cosmic ray217

energy with Auger’s fluorescence detectors. A series of studies have confirmed the total systematic218

uncertainty of 14% established in 2013 [4]. A new study of the FD energy resolution has also219

been described, an important ingredient in evaluating SD energy resolution, and in the correction220

of energy spectra for resolution effects. The new FD resolution is also consistent with that reported221

in 2013, but it results from a thorough review where several components have changed in their222

contributions.223
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Spectral response of filter, corrector 
lenses, mirror, PMT (end-to-end)  
5 nm steps, 4 telescope types.  
Energies increase 0.2% to 2.5%.
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9. Atmospheric monitoring

The Observatory makes use of the atmosphere as a giant
calorimeter. This motivated the selection of a site with generally
good viewing conditions and the implementation of an extensive
program to monitor the troposphere above the site. A detailed
knowledge of the atmosphere is required for the accurate recon-
struction of air showers observed by the FD [76–79] and for the
accurate estimation of the exposure of the detectors [37].

The atmospheric state variables, including temperature, pres-
sure and humidity, are needed to assess the longitudinal devel-
opment of extensive air showers [77,80] as well as the amount of
the isotropically emitted fluorescence light induced by the air
showers [81–84]. The SD observations are altered by different
atmospheric conditions [85]. Varying air densities close to the
ground modify the Molière radius affecting the lateral distribution
of the electromagnetic component of the extensive air shower
(EAS). Varying air pressure affects the trigger probability and the
rate of events detected above a fixed energy. Furthermore, the
atmospheric state variables are used to determine the Rayleigh
(pure molecular) scattering of the fluorescence and Cherenkov
light. Installations for recording local conditions of the state
variables are described in Section 9.1.

Aerosols and clouds represent the most dynamic monitoring
and calibration challenges at the Observatory. The optical trans-
mission properties of the atmosphere, including the vertical
aerosol optical depth profile τaerðhÞ, have to be measured across
the Observatory during FD data taking. In the air shower recon-
struction, the atmospheric transmission between the FD and an air
shower must be taken into account to properly reconstruct the
light generated along the shower axis from the light recorded at
the telescope(s) [76,79]. Moreover, Cherenkov light induced by the
air showers is also detected with the FD and needs to be
reconstructed as a function of atmospheric conditions at the time
of the event. Installations dedicated for determining the optical
scattering and absorption behavior of the atmosphere in the field
of view are described in Section 9.2 and those for identifying and
determining clouds and the general extinction above the Obser-
vatory in Section 9.3.

An extensive system of atmospheric monitoring devices has
been installed (Fig. 29). The types of measurements possible with
these instruments are listed in Table 2.

9.1. Installations for atmospheric state variables

9.1.1. Ground-based weather stations
The Auger Collaboration operates several weather stations, as

indicated in Fig. 29. Some of these stations are used for operational
control of the nearby installations. The data from the weather
stations at each FD site and at the CLF additionally serve as
atmospheric ground information in several parts of the air shower
reconstruction. Typically, those data are transferred via the central
campus in Malargüe, processed and stored in our databases for
atmospheric monitoring information (cf. Section 9.5) within a
couple of days.

The weather stations are commercial products4 equipped with
temperature, pressure, humidity, and wind speed sensors record-
ing data every 5 min. The stations at FD buildings Los Leones and
Coihueco and at the laser facilities are additionally equipped with
a sensor for wind direction. Formerly at the Balloon Launching
Station (BLS) site and now at the AERA site (cf. Section 16.1), the
weather station serves as a base unit for an electric field meter.
The values of the electric field are recorded every second for

lightning and thunderstorm detection which is particularly impor-
tant for the radio detection technique.

9.1.2. Balloon Launching Station
For a proper reconstruction of the fluorescence telescope signals,

not only are ground-based atmospheric data needed, but also
atmospheric profiles of the state variables temperature, pressure,
and humidity up to about 20–25 km a.s.l. [77,80–82,86]. From these
directly measured values, the derived quantities air density and
atmospheric depth are calculated. The program of launching
meteorological radiosondes attached to helium filled weather
balloons was started at the Observatory site in August 2002. After
331 successfully measured profiles, the routine operation was
terminated in December 2010 [78] and then replaced by the
meanwhile validated GDAS data. During the first years, campaigns
of about three weeks with an average of nine launches per
campaign were done roughly three times a year. The starts of the
soundings were usually placed at some FD buildings, mostly at Los
Leones and Coihueco. In 2005, a dedicated BLS, cf. Fig. 29, was
installed at a suitable position to optimally cover the large area
above the surface detector array and in the field of view of the FD
telescopes by the weather balloons. From this fully equipped
station, more regular launches could be managed, in particular
during the night. Between July 2005 and March 2009, roughly one
launch was performed about every five days. Between 2009 and
2011, the program was part of the rapid atmospheric monitoring
system of the Pierre Auger Observatory (see Section 9.4). A radio-
sonde launch was triggered shortly after the detection of

FD Los Leones
Lidar, HAM, FRAM

IR Camera
Weather Station

FD Los Morados
Lidar, APF
IR Camera

Weather Station

FD Loma Amarilla
Lidar

IR Camera
Weather Station

Lidar, APF
IR Camera

Weather Station

Malargüe

Central Laser Facility
Raman Lidar

eXtreme Laser Facility

Balloon
Launching
Station

10 km

GDAS
Grid PointFD Coihueco & HEAT

Weather Station

X

Fig. 29. Schematic overview of the atmospheric monitoring devices installed at the
Pierre Auger Observatory. At each FD site, there is a lidar station, a ground-based
weather station, and an infrared camera for cloud cover detection. In addition,
there are devices for measuring the Aerosol Phase Function (APF) at FD Coihueco
and Los Morados, a Horizontal Attenuation Monitor (HAM) at FD Los Leones, and a
ph(F)otometric Robotic Atmospheric Monitor (FRAM) also at Los Leones. A steer-
able backscatter elastic lidar system is installed at each of the 4 FD sites to measure
aerosols and the positions of clouds near each site. At central positions within the
surface detector array, two laser facilities are installed (CLF and XLF). These
instruments, together with the FD, are used to measure τaerðhÞ in the line of sight
of each FD telescope 4 times per hour. In April of 2013 the CLF was upgraded with a
Raman lidar receiver. Near the western boundary of the array, the Balloon
Launching Station (BLS) was assembled together with a weather station as a base
unit for an electric field meter. From this launch station, the weather balloons were
typically carried across the entire array by westerly winds.

4 Campbell Scientific, http://www.campbellsci.com.

The Pierre Auger Collaboration / Nuclear Instruments and Methods in Physics Research A 798 (2015) 172–213192
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the mean mass at a given energy, result in statistical uncertainties in the Einv correction. We es-208

timate the contribution to energy resolution from shower-to-shower fluctuations to be about 1%,209

with a contribution from mass composition uncertainty ranging from 2.4% to approximately 0%,210

reflecting the reduction in the spread in mass with energy inferred from Xmax measurements [22].211

The overall FD energy resolution shown in Figure 1(b) takes into account the advantage of212

“stereo” views of showers at the highest energies. In these cases, the energy used in analyses is213

the weighted mean of the reconstructed energies from the two (or more) stereo views, with the214

resulting improvement in statistical error.215

5. Conclusion216

We have reviewed the main systematic uncertainties associated with measuring cosmic ray217

energy with Auger’s fluorescence detectors. A series of studies have confirmed the total systematic218

uncertainty of 14% established in 2013 [4]. A new study of the FD energy resolution has also219

been described, an important ingredient in evaluating SD energy resolution, and in the correction220

of energy spectra for resolution effects. The new FD resolution is also consistent with that reported221

in 2013, but it results from a thorough review where several components have changed in their222

contributions.223

References224

[1] A. Aab et al. [Pierre Auger Collaboration], Nucl. Instrum. Meth. A 789 (2015) 172.225

[2] V. Verzi et al. [Pierre Auger Collaboration], PoS ICRC2019 (2019) 450.226

[3] V.M. Harvey et al. [Pierre Auger Collaboration], PoS ICRC2019 (2019) 283.227

[4] V. Verzi et al. [Pierre Auger Collaboration], Proc. 33th ICRC 2013, Rio de Janeiro, Brazil [arXiv:1307.5059].228

[5] A. Coleman et al. [Pierre Auger Collaboration], PoS ICRC2019 (2019) 225.229

[6] M. Ave et al. [AIRFLY Collaboration], Astropart. Phys. 42 (2013) 90.230

[7] D. Mockler et al. [Pierre Auger Collaboration], PoS ICRC2019 (2019) 353.231

[8] A. Aab et al. [Pierre Auger Collaboration], Astropart. Phys. 95 (2017) 44.232

[9] A. Segreto et al. [Pierre Auger Collaboration], Proc. CRIS 2018 (submitted).233

[10] P.H. Nguyen, Ph.D. thesis, The University of Adelaide, http://hdl.handle.net/2440/113385 (2018)234

[11] P. Abreu et al. [Pierre Auger Collaboration], JINST 8 (2013) P04009.235

[12] M. Malacari et al. [Pierre Auger Collaboration], PoS ICRC2017 (2017) 398.236

[13] S. Argirò et al., Nucl. Instrum. Meth. A 580 (2007) 1485.237

[14] T.K. Gaisser and A.M. Hillas, Proc. 15th ICRC, Plovdiv, Bulgaria 8 (1977) 353.238

[15] M. Unger et al., Nucl. Instrum. Meth. A 588 (2008) 433.239

[16] F. Fenu et al. [Pierre Auger Collaboration], PoS ICRC2017 (2017) 486.240

[17] A. Aab et al. [Pierre Auger Collaboration], JCAP03 (2019) 18.241

[18] M. Tueros et al. [Pierre Auger Collaboration], Proc. 33th ICRC 2013, Rio de Janeiro, Brazil [arXiv:1307.5059].242

[19] A. Aab et al. [Pierre Auger Collaboration], “Data-driven estimation of the invisible energy of cosmic ray showers243

with the Pierre Auger Observatory”, Phys. Rev. D (in press) (2019).244

[20] A. Aab et al. [Pierre Auger Collaboration], Phys. Rev. D 91 (2015) 032003; Errata: Phys. Rev. D 91 (2015)245

059901.246

[21] P. Abreu et al. [Pierre Auger Collaboration], Astropart. Phys. 35 (2012) 591.247

[22] J. Bellido et al. [Pierre Auger Collaboration], PoS ICRC2017 (2017) 506.248

8

2017: Improved “data normalised” algorithm for 
aerosols:  accounted for multiple scattered light, and 
that some light is scattered out of laser beam by 
aerosols (previously ignored). 

Shower energies increase by 1.5% to 3%.

2019: Data normalised code completely re-written:  
all steps checked, uncertainties reviewed.   
See V. Harvey (Auger Collab.), this conference, PoS(2019)283.

Aerosol measurements using “Data Normalised” method 
- improvements to algorithm
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Figure 5: A 7 mJ CLF vertical event as recorded by the Los Leones FD site (distance 26 km). Left
panel: ADC counts vs. time (100 ns bins). The displayed data are for the marked pixels in the right
panel. Right panel: Camera trace. The color code indicates the sequence in which the pixels were
triggered.
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Figure 6: Left: The light flux profile of a single CLF vertical shot seen from the Los Leones FD
site. The same event as shown in figure 5 is used. Right: 50 shots average profile.

In figure 8, examples of various hourly profiles affected by different atmospheric conditions are
shown. The modulation of the profile is due to the FD camera structure, in which adjacent pixels are
complemented by light collectors. A profile measured on a night in which the aerosol attenuation
is negligible is shown in panel (a). Profiles measured on nights in which the aerosol attenuation
is low, average and high, are respectively shown in panels (b), (c) and (d). As conditions become
hazier, the integral photon count decreases. The two bottom profiles (e) and (f) represent cloudy
conditions. Clouds appear in CLF light profiles as peaks or holes depending on their position. A
cloud positioned between the CLF and the FD can block the transmission of light in its travel from
the emission point towards the fluorescence telescopes, appearing as a hole in the profile (e). The
cloud could be positioned anywhere between the CLF and the FD site, therefore its altitude cannot
be determined unambiguously. A cloud directly above the CLF appears as a peak in the profile,
since multiple scattering in the cloud enhances the amount of light scattered towards the FD (f).
In this case, it is possible to directly derive the altitude of the cloud from the peak in the photon

– 8 –
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Figure 4: Laser-FD geometry. The light is scattered out of the laser beam at a height h at an
angle θ .

defined and the corresponding period referred to as a CLF epoch. The length of an epoch varies
between a few months and one year.

The CLF fires 50 vertical shots at 0.5 Hz repetition rate every 15 minutes during the FD
data acquisition. Specific GPS timing is used to distinguish laser from air shower events. The
direction, time, and relative energy of each laser pulse is recorded at the CLF and later matched to
the corresponding laser event in the FD data.

An upgrade [13] to the CLF is planned for the near future. This upgrade will add a backscatter
Raman LIDAR receiver, a robotic calibration system, and replace the current flash lamp pumped
laser by a diode pumped laser.

4 CLF data analysis

The light scattered out of the CLF laser beam is recorded by the FD (see figure 4 for the laser-FD
geometry layout). The angles from the beam to the FD for vertical shots are in the range of 90�

to 120�. As the differential scattering cross section of aerosol scattering is much smaller than the
Rayleigh scattering cross section in this range, the scattering of light is dominated by well-known
molecular processes. Laser tracks are recorded by the telescopes in the same format used for air
shower measurements. In figure 5, a single 7 mJ CLF vertical shot as recorded from the Los Leones
FD site is shown. In the left panel of figure 6, the corresponding light flux profile for the same event
is shown. In figure 6, right panel, an average profile of 50 shots is shown.

Laser light is attenuated in the same way as fluorescence light as it propagates towards the
FD. Therefore, the analysis of the amount of CLF light that reaches the FD can be used to infer
the attenuation due to aerosols. The amount of light scattered out of a 6.5 mJ laser beam by the
atmosphere is roughly equivalent to the amount of UV fluorescence light produced by an EAS of
5�1019 eV at a distance to the telescope of about 16 km, as shown in figure 7. Also shown is the
more attenuated light profile of an almost identical shower at a larger distance.

Besides determining the optical properties of the atmosphere, the identification of clouds is
a fundamental task in the analysis of CLF laser shots. Clouds can have a significant impact on
shower reconstruction.

– 7 –

~25 km
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• 355nm frequency-tripled YAG laser
• ~ 6 μJ per pulse
• 50 shots every 15 minutes

Figure 4. A sketch of the arrangement for CLF/XLF measure-
ments of vertical aerosol optical depth, VAOD.

4.4 Aerosol Characterisation

Molecular, or Rayleigh, scattering is a more significant at-
tenuation process than aerosol scattering. The molecular
vertical optical depth between ground level and an alti-
tude of 5 km is about 0.23 at 350 nm. This compares with
an average value for the aerosol vertical optical depth of
about 0.05 to the same height. However, the molecular at-
mosphere is much more stable than the aerosol one, and
we have shown that the GDAS description of the molecu-
lar atmosphere is perfectly adequate. The challenge is to
monitor the aerosol concentrations locally at the Observa-
tory, and on time scales of an hour or less.

Our primary techniques use the Central Laser Facility
(CLF) and the eXtreme Laser Facility (XLF) as part of a
“bistatic” lidar for which the receiving optics are the FD
stations (figure 4). In the past, cross-checks of the aerosol
content have been provided by the standard elastic lidar
stations at the FD sites. More recently, the FRAM tele-
scope is contributing with aerosol estimates along the axes
of interesting shower events [1, 7]. Finally, the “industry
standard” technique, a Raman lidar, has been operating at
the CLF site since November 2013.

The CLF and XLF lasers are frequency-tripled YAG
lasers which shoot 6 mJ pulses of 355 nm light vertically
into the sky [3]. (They are also steerable for other impor-
tant tests, not described here). We use two approaches to
measure the aerosol optical depth on an hourly basis using
the CLF and XLF lasers. Both approaches make the as-
sumption that there exists, from time to time, an aerosol-
free atmosphere. We call this a “reference night”.

The first approach, known as the Data Normalised
(DN) method, makes direct use of hourly-averaged re-
ceived light profiles on the reference night, and during the
hour of interest. Examples are shown in the left-hand plot
of figure 5. Each light profile is the average of 200 shots
from a given hour (4 groups of 50 shots every 15 min-
utes), and normalised to a laser pulse energy of 1 mJ. The
“bumps” in the profiles come from the imperfect light col-
lection in the gaps between pixels in the FD camera.

When the laser pulse is shot vertically, portions of
the light are scattered in the direction of the FD from all
heights. The laser light su↵ers attenuation while travelling
vertically above the laser, and in the path from the laser

to the detector. By comparing the profile in a given hour
to one from the reference night (where we assume that the
only attenuation process is Rayleigh scattering) we can ob-
tain (using an analytic expression [3], and taking care with
possible cloud contamination) the vertical aerosol optical
depth (VAOD) as a function of height, VAOD(h). An ex-
ample is shown in the right-hand plot of figure 5.

This process is repeated for all four FD stations view-
ing either the CLF or the XLF (typically the XLF for
the northerly Loma Amarilla detector), and the VAOD(h)
data is loaded into a MySQL database for use during
shower reconstruction. The VAODs derived within the
same hour using di↵erent combinations of laser and de-
tector site are consistent within uncertainties [3], implying
near-uniform aerosol conditions across the Observatory at
a given time. With the aid of the database of VAOD(h), and
the horizontally-uniform aerosol assumption, the shower
analysis can calculate the aerosol attenuation between any
two points in space.

The DN method fills the majority of hours in the
aerosol database. For hours where the DN fails for some
reason, holes are filled with the alternate Laser Simulation
(LS) analysis. As the name implies, we simulate the re-
ceived signals from the CLF or XLF under a variety of
aerosol conditions, and use this library of simulations to
find the best match with a real hourly profile. For techni-
cal reasons (accounting for systematics in the laser simu-
lation) a clean reference night is also used in this method.
The DN and LS results for many hours have been com-
pared and found to be consistent [3].

4.5 Cross-checks

In many ways the Auger Observatory’s success rests on
its demonstrated ability to cross-check results with di↵er-
ent instruments or methods. Central to this philosophy is
the hybrid nature of the entire Observatory, where (dur-
ing dark periods) air showers are measured independently
by the SD and the FD, detectors with completely di↵erent
views of the showers and, largely, very di↵erent systematic
uncertainties.

Much of this philosophy enters the atmospheric mon-
itoring sphere, as may be obvious in the discussion above
of various instruments used to measure cloud and aerosols.
Partly, this is necessary to take advantage of the sensitiv-
ities of di↵erent instruments in di↵erent regions of phase
space, but often cross-checks of the fidelity of data are also
possible.

A recent example is the installation of a Raman lidar
detection system using the CLF laser. The Raman tech-
nique allows an unambiguous solution to the lidar equa-
tion for aerosols by detecting inelastic backscatter from
(in this case) nitrogen and water vapour [7]. The tech-
nique also has the advantage that there are standard qual-
ity assurance checks on such systems defined by experts in
aerosol measurements around the world, leading to confi-
dence in its results. On the other hand, using such a lidar
in the clean aerosol environment of western Argentina is a
very di↵erent situation to the majority of Raman systems
located in urban settings. Work continues to validate the
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Assumptions
§ Atmosphere horizontally uniform.
§ Laser light scattered towards the detector 

by molecules only (DN only).
§ No multiple scattering of laser light.

Data Normalized (DN) analysis

Laser Simulation (LS) analysis

~90% of aerosol 
profiles

Measured light flux relative to 
that on a nominally aerosol 

free reference night

[The Pierre Auger Collaboration, JINST 8 (2013) P04009]

~10% of aerosol 
profiles
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+ 5 g/cm2+ 3%

Increasing shower distance

Small energy and Xmax increase relative to reconstruction using 
old aerosol database.

~25,000 high-quality events measured between 2004 and 2015.

Aerosol systematic uncertainties (9×,',; ÷ ,'=' eV)
Energy scale: 3% - 6% [ICRC 2013]

Xmax: ±5 g/cm2 - >?@A g/cm2  [Phys. Rev. D 90 (2014) 122005]
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Recent cross-checks and improvements:  Reconstruction

10.5. Profile reconstruction

Once the geometry of the shower is known, the light collected at
the aperture as a function of time can be converted to the energy
deposited by the shower as a function of slant depth. For this
purpose, the light attenuation from the shower to the detector needs

to be accounted for and all contributing light sources need to be
disentangled: fluorescence light [81], direct and scattered Cherenkov
light [103,104] as well as multiply scattered light [105–107].

The proportionality between the fluorescence intensity and the
energy deposit is given by the fluorescence yield. A good knowl-
edge of its absolute value as well as its dependence on wavelength,
temperature, pressure and humidity is essential to reconstruct the
longitudinal profile. We use the most precise of the measurements
available to date (cf. [108]) as provided by the Airfly Collaboration
[109,110].

The Cherenkov and fluorescence light produced by an air shower
are connected to the energy deposit by a linear set of equations and
therefore the shower profile is obtained by an analytic linear least
squares minimization [111]. Due to the lateral extent of air showers,
a small fraction of shower light is not contained within the optimal
light collection area. To correct this, the universal lateral fluores-
cence [112] and Cherenkov light [113] distributions must be taken
into account. The full longitudinal energy deposit profile and its
maximum ðdE=dXÞmax at depth X ¼ Xmax are estimated by fitting a
Gaisser–Hillas function [114]:

f GHðXÞ ¼
dE
dX

! "

max

X $ X0

Xmax $ X0

! "ðXmax $ X0Þ=λ
eðXmax $ XÞ=λ ð8Þ

to the photoelectrons detected in the PMTs of the FD cameras. For
this purpose, a log-likelihood fit is used in which the number of
photoelectrons detected by the PMTs of the FD cameras is com-
pared to the expectation from Eq. (8) after folding it with the light
yields, atmospheric transmission, lateral distributions and detector
response. The two shape parameters X0 and λ are constrained to
their average values to allow for a gradual transition from a two- to
a four-parameter fit depending on the observed track length and
number of detected photons of the respective event (cf. [111]).

Finally, the calorimetric energy of the shower is obtained by
integrating Eq. (8) and the total energy is estimated by correcting
for the “invisible energy” carried away by neutrinos and high
energy muons [115]. An example of the measured light at aperture
and the reconstructed light contributions, and energy deposit
profile is shown in Fig. 34(a) and (b).

11. SD event reconstruction

The reconstruction of the energy and the arrival direction of the
cosmic rays producing air showers that have triggered the surface
detector array is based on the sizes and times of signals registered
from individual SD stations. At the highest energies, above 10 EeV,
the footprint of the air shower on the ground extends over more
than 25 km2. By sampling both the arrival times and the deposited

shower axis
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Fig. 32. Geometry of an air shower within the shower detector plane.

Fig. 33. Geometry reconstruction of an event observed by four telescopes and the
surface detector.
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Fig. 34. Example of a reconstructed shower profile. (a) Light at aperture. (b) Energy deposit.
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the mean mass at a given energy, result in statistical uncertainties in the Einv correction. We es-208

timate the contribution to energy resolution from shower-to-shower fluctuations to be about 1%,209

with a contribution from mass composition uncertainty ranging from 2.4% to approximately 0%,210

reflecting the reduction in the spread in mass with energy inferred from Xmax measurements [22].211

The overall FD energy resolution shown in Figure 1(b) takes into account the advantage of212

“stereo” views of showers at the highest energies. In these cases, the energy used in analyses is213

the weighted mean of the reconstructed energies from the two (or more) stereo views, with the214

resulting improvement in statistical error.215

5. Conclusion216

We have reviewed the main systematic uncertainties associated with measuring cosmic ray217

energy with Auger’s fluorescence detectors. A series of studies have confirmed the total systematic218

uncertainty of 14% established in 2013 [4]. A new study of the FD energy resolution has also219

been described, an important ingredient in evaluating SD energy resolution, and in the correction220

of energy spectra for resolution effects. The new FD resolution is also consistent with that reported221

in 2013, but it results from a thorough review where several components have changed in their222

contributions.223
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the mean mass at a given energy, result in statistical uncertainties in the Einv correction. We es-208

timate the contribution to energy resolution from shower-to-shower fluctuations to be about 1%,209

with a contribution from mass composition uncertainty ranging from 2.4% to approximately 0%,210

reflecting the reduction in the spread in mass with energy inferred from Xmax measurements [22].211

The overall FD energy resolution shown in Figure 1(b) takes into account the advantage of212

“stereo” views of showers at the highest energies. In these cases, the energy used in analyses is213

the weighted mean of the reconstructed energies from the two (or more) stereo views, with the214

resulting improvement in statistical error.215

5. Conclusion216

We have reviewed the main systematic uncertainties associated with measuring cosmic ray217

energy with Auger’s fluorescence detectors. A series of studies have confirmed the total systematic218

uncertainty of 14% established in 2013 [4]. A new study of the FD energy resolution has also219

been described, an important ingredient in evaluating SD energy resolution, and in the correction220

of energy spectra for resolution effects. The new FD resolution is also consistent with that reported221

in 2013, but it results from a thorough review where several components have changed in their222

contributions.223
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• Takes account of energy in high energy muons 
and neutrinos that does not appear reflected in 
fluorescence light.

• New invisible energy analysis:  like previous 
Auger studies (2013, 2017),  Einv is derived from 
data. 

• 2019 study based on data from inclined  
showers                             dominated by 
muons.  

• including a new extrapolation to lower energies.

(60� < ✓ < 80�)
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FIG. 8: Invisible energy obtained for inclined and vertical events compared with the predictions given by Monte Carlo simula-
tions. The estimate for inclined events is extrapolated to low energies, and the systematic uncertainty of both estimations are
shown with the shaded bands. The simulations are performed for proton (solid lines) and iron (dashed lines) primaries and
di↵erent hadronic interaction models. Left panel: EPOS 1.99 [25], QGSJet01 [27] and QGSJetII-03 [26]. Right panel: EPOS
LHC [22], QGSJetII-04 [23] and Sibyll2.3c [24].

AMIGA muon detectors [39] installed at the Observatory
and using the 750m-spacing sub-array of WCDs [8].

VI. CONCLUSIONS

We have presented a data-driven estimation of the
invisible energy of cosmic ray showers detected by the
Pierre Auger Observatory. We have developed two anal-
ysis methods for the SD events inclined at zenith angles
60� < ✓ < 80� and for hybrid showers with ✓ < 60�. The
invisible energy has been parameterised as a function of
the calorimetric energy and extrapolated to energies be-
low the full trigger e�ciency of the SD.

The two estimations agree at a level well within the
systematic uncertainties that are estimated to be of the
order of 10% � 15%, and give values of Einv consider-
ably higher than the predictions given by Monte Carlo
simulations. This is a consequence of the muon number
deficit in models [34], a deficit due to the failure of the
hadronic interaction models to describe the properties of
shower development related to muons. Moreover, the es-
timations are consistent with the evolution of the mass
composition with energy as measured by Auger [17, 38].
This is due to the sensitivity of the muon number to the
primary mass and, at lower energy, due to the use of the
mean mass composition to find the functional form that
describes Einv as a function of Ecal.

While the two estimations are a↵ected by compara-
ble systematic uncertainties, the one obtained using the
inclined events is intrinsically better. In fact, for these
showers, we measure the total number of muons arriving

at ground level which makes the analysis of Einv rather
straightforward, more direct and simpler than the anal-
ysis used for vertical events.
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A preliminary data-driven estimation of Einv has al-
ready been in use by Auger for several years [11, 12].
Before 2013, we used a parameterisation fully based on
simulations assuming a mixed composition of proton and

2019

E > 3x1018 eV  : based on direct measurements from inclined showers 
E < 3x1018 eV  : extrapolation based on model, and measured Xmax data

Inclined showers & 
UHE neutrinos

• Protons & nuclei initiate 
showers high in the 
atmosphere. 

– Shower front at ground 
does not have a large 
electromagnetic 
component (mainly 
muons).

• Neutrinos can initiate 
“deep” showers close to 
ground.

– Shower front at ground: 
electromagnetic + 
muonic components

3

DOWNWARD-GOING

EARTH-SKIMMING
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Recent cross-checks and improvements:  Summary of E changes

• Changes in FD energies for a sample of air showers using ICRC2019 vs ICRC2013 energy scale.  

• Includes the effects of improvements in calibration, atmospheric treatment, reconstruction, and 
invisible energy described earlier.
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Re-evaluation of FD energy resolution

• A new study completed in 2019 has reviewed FD 
energy resolution. 

• Knowing the FD energy resolution allows an 
evaluation of the SD energy resolution needed to 
account for resolution effects in SD-based energy 
spectra.  
 
 
 
 

• FD resolution includes contributions from
• the atmosphere

• the detector, incl. reconstruction

• the invisible energy correction.

See  A. Coleman, 
V. Verzi,

next two talks. 
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Re-evaluation of FD energy resolution
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Figure 5: A 7 mJ CLF vertical event as recorded by the Los Leones FD site (distance 26 km). Left
panel: ADC counts vs. time (100 ns bins). The displayed data are for the marked pixels in the right
panel. Right panel: Camera trace. The color code indicates the sequence in which the pixels were
triggered.
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Figure 6: Left: The light flux profile of a single CLF vertical shot seen from the Los Leones FD
site. The same event as shown in figure 5 is used. Right: 50 shots average profile.

In figure 8, examples of various hourly profiles affected by different atmospheric conditions are
shown. The modulation of the profile is due to the FD camera structure, in which adjacent pixels are
complemented by light collectors. A profile measured on a night in which the aerosol attenuation
is negligible is shown in panel (a). Profiles measured on nights in which the aerosol attenuation
is low, average and high, are respectively shown in panels (b), (c) and (d). As conditions become
hazier, the integral photon count decreases. The two bottom profiles (e) and (f) represent cloudy
conditions. Clouds appear in CLF light profiles as peaks or holes depending on their position. A
cloud positioned between the CLF and the FD can block the transmission of light in its travel from
the emission point towards the fluorescence telescopes, appearing as a hole in the profile (e). The
cloud could be positioned anywhere between the CLF and the FD site, therefore its altitude cannot
be determined unambiguously. A cloud directly above the CLF appears as a peak in the profile,
since multiple scattering in the cloud enhances the amount of light scattered towards the FD (f).
In this case, it is possible to directly derive the altitude of the cloud from the peak in the photon

– 8 –
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Figure 4: Laser-FD geometry. The light is scattered out of the laser beam at a height h at an
angle θ .

defined and the corresponding period referred to as a CLF epoch. The length of an epoch varies
between a few months and one year.

The CLF fires 50 vertical shots at 0.5 Hz repetition rate every 15 minutes during the FD
data acquisition. Specific GPS timing is used to distinguish laser from air shower events. The
direction, time, and relative energy of each laser pulse is recorded at the CLF and later matched to
the corresponding laser event in the FD data.

An upgrade [13] to the CLF is planned for the near future. This upgrade will add a backscatter
Raman LIDAR receiver, a robotic calibration system, and replace the current flash lamp pumped
laser by a diode pumped laser.

4 CLF data analysis

The light scattered out of the CLF laser beam is recorded by the FD (see figure 4 for the laser-FD
geometry layout). The angles from the beam to the FD for vertical shots are in the range of 90�

to 120�. As the differential scattering cross section of aerosol scattering is much smaller than the
Rayleigh scattering cross section in this range, the scattering of light is dominated by well-known
molecular processes. Laser tracks are recorded by the telescopes in the same format used for air
shower measurements. In figure 5, a single 7 mJ CLF vertical shot as recorded from the Los Leones
FD site is shown. In the left panel of figure 6, the corresponding light flux profile for the same event
is shown. In figure 6, right panel, an average profile of 50 shots is shown.

Laser light is attenuated in the same way as fluorescence light as it propagates towards the
FD. Therefore, the analysis of the amount of CLF light that reaches the FD can be used to infer
the attenuation due to aerosols. The amount of light scattered out of a 6.5 mJ laser beam by the
atmosphere is roughly equivalent to the amount of UV fluorescence light produced by an EAS of
5�1019 eV at a distance to the telescope of about 16 km, as shown in figure 7. Also shown is the
more attenuated light profile of an almost identical shower at a larger distance.

Besides determining the optical properties of the atmosphere, the identification of clouds is
a fundamental task in the analysis of CLF laser shots. Clouds can have a significant impact on
shower reconstruction.

– 7 –

~25 km

P. Abreu et al. (Pierre Auger Collab), JINST 8 P04009 (2013)

• 355nm frequency-tripled YAG laser
• ~ 6 μJ per pulse
• 50 shots every 15 minutes

Figure 4. A sketch of the arrangement for CLF/XLF measure-
ments of vertical aerosol optical depth, VAOD.

4.4 Aerosol Characterisation

Molecular, or Rayleigh, scattering is a more significant at-
tenuation process than aerosol scattering. The molecular
vertical optical depth between ground level and an alti-
tude of 5 km is about 0.23 at 350 nm. This compares with
an average value for the aerosol vertical optical depth of
about 0.05 to the same height. However, the molecular at-
mosphere is much more stable than the aerosol one, and
we have shown that the GDAS description of the molecu-
lar atmosphere is perfectly adequate. The challenge is to
monitor the aerosol concentrations locally at the Observa-
tory, and on time scales of an hour or less.

Our primary techniques use the Central Laser Facility
(CLF) and the eXtreme Laser Facility (XLF) as part of a
“bistatic” lidar for which the receiving optics are the FD
stations (figure 4). In the past, cross-checks of the aerosol
content have been provided by the standard elastic lidar
stations at the FD sites. More recently, the FRAM tele-
scope is contributing with aerosol estimates along the axes
of interesting shower events [1, 7]. Finally, the “industry
standard” technique, a Raman lidar, has been operating at
the CLF site since November 2013.

The CLF and XLF lasers are frequency-tripled YAG
lasers which shoot 6 mJ pulses of 355 nm light vertically
into the sky [3]. (They are also steerable for other impor-
tant tests, not described here). We use two approaches to
measure the aerosol optical depth on an hourly basis using
the CLF and XLF lasers. Both approaches make the as-
sumption that there exists, from time to time, an aerosol-
free atmosphere. We call this a “reference night”.

The first approach, known as the Data Normalised
(DN) method, makes direct use of hourly-averaged re-
ceived light profiles on the reference night, and during the
hour of interest. Examples are shown in the left-hand plot
of figure 5. Each light profile is the average of 200 shots
from a given hour (4 groups of 50 shots every 15 min-
utes), and normalised to a laser pulse energy of 1 mJ. The
“bumps” in the profiles come from the imperfect light col-
lection in the gaps between pixels in the FD camera.

When the laser pulse is shot vertically, portions of
the light are scattered in the direction of the FD from all
heights. The laser light su↵ers attenuation while travelling
vertically above the laser, and in the path from the laser

to the detector. By comparing the profile in a given hour
to one from the reference night (where we assume that the
only attenuation process is Rayleigh scattering) we can ob-
tain (using an analytic expression [3], and taking care with
possible cloud contamination) the vertical aerosol optical
depth (VAOD) as a function of height, VAOD(h). An ex-
ample is shown in the right-hand plot of figure 5.

This process is repeated for all four FD stations view-
ing either the CLF or the XLF (typically the XLF for
the northerly Loma Amarilla detector), and the VAOD(h)
data is loaded into a MySQL database for use during
shower reconstruction. The VAODs derived within the
same hour using di↵erent combinations of laser and de-
tector site are consistent within uncertainties [3], implying
near-uniform aerosol conditions across the Observatory at
a given time. With the aid of the database of VAOD(h), and
the horizontally-uniform aerosol assumption, the shower
analysis can calculate the aerosol attenuation between any
two points in space.

The DN method fills the majority of hours in the
aerosol database. For hours where the DN fails for some
reason, holes are filled with the alternate Laser Simulation
(LS) analysis. As the name implies, we simulate the re-
ceived signals from the CLF or XLF under a variety of
aerosol conditions, and use this library of simulations to
find the best match with a real hourly profile. For techni-
cal reasons (accounting for systematics in the laser simu-
lation) a clean reference night is also used in this method.
The DN and LS results for many hours have been com-
pared and found to be consistent [3].

4.5 Cross-checks

In many ways the Auger Observatory’s success rests on
its demonstrated ability to cross-check results with di↵er-
ent instruments or methods. Central to this philosophy is
the hybrid nature of the entire Observatory, where (dur-
ing dark periods) air showers are measured independently
by the SD and the FD, detectors with completely di↵erent
views of the showers and, largely, very di↵erent systematic
uncertainties.

Much of this philosophy enters the atmospheric mon-
itoring sphere, as may be obvious in the discussion above
of various instruments used to measure cloud and aerosols.
Partly, this is necessary to take advantage of the sensitiv-
ities of di↵erent instruments in di↵erent regions of phase
space, but often cross-checks of the fidelity of data are also
possible.

A recent example is the installation of a Raman lidar
detection system using the CLF laser. The Raman tech-
nique allows an unambiguous solution to the lidar equa-
tion for aerosols by detecting inelastic backscatter from
(in this case) nitrogen and water vapour [7]. The tech-
nique also has the advantage that there are standard qual-
ity assurance checks on such systems defined by experts in
aerosol measurements around the world, leading to confi-
dence in its results. On the other hand, using such a lidar
in the clean aerosol environment of western Argentina is a
very di↵erent situation to the majority of Raman systems
located in urban settings. Work continues to validate the

Aerosol attenuation measurements
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Assumptions
§ Atmosphere horizontally uniform.
§ Laser light scattered towards the detector 

by molecules only (DN only).
§ No multiple scattering of laser light.

Data Normalized (DN) analysis

Laser Simulation (LS) analysis

~90% of aerosol 
profiles

Measured light flux relative to 
that on a nominally aerosol 

free reference night

[The Pierre Auger Collaboration, JINST 8 (2013) P04009]

~10% of aerosol 
profiles

Improvements to aerosol attenuation measurements at the Pierre Auger Observatory Max Malacari

VAOD(h) =
�1

1 + 1/ sin�2
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3
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• Aerosol uncertainties dominate.
• uncertainties in laser energy and FD calibration
• variation in aerosol content over one hour
• horizontal uniformity of aerosols  

(estimated using stereo events)  

• Molecular (density) vertical profile (GDAS).

The Atmosphere 

(E/eV)
10

log
18 18.5 19 19.5 20

FD
 e

ne
rg

y 
re

so
lu

tio
n 

[%
]

0

1

2

3

4

5

(E/eV)
10

log
18 18.5 19 19.5 20

FD
 e

ne
rg

y 
re

so
lu

tio
n 

[%
]

0

1

2

3

4

5

(E/eV)
10

log
18 18.5 19 19.5 20

FD
 e

ne
rg

y 
re

so
lu

tio
n 

[%
]

0

1

2

3

4

5

6	

contributions to 
the energy 
resolution 

ATMOSPHERE DETECTOR 

INVISIBLE ENERGY 

hor. unif. 
aerosols  

aerosols 
(from db)  

molecular 

GH & geom fit 

E vs eye/tel 

from Conex 

E vs time 

rel. calib. 

mass composition 

sh-to-sh fluc. 



 /1512

Re-evaluation of FD energy resolution
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The fluorescence detectors can view the entire development of the air shower. 
The emitted light is proportional to the energy deposited in the atmosphere. 
 
The number of particles in the shower reaches a peak, then falls as ionization energy loss dominates 
over particle creation. 

depth in atmosphere 

The fluorescence detectors can view the entire development of the air shower.   
The emitted light is exactly proportional to the energy deposited in the atmosphere. 
 
The number of particles in the shower (and the energy loss) reaches a peak, then falls as 
ionisation energy loss dominates over new particle creation.

We use the atmosphere as a calorimeter 

The Detector/Reconstruction

• Geometry and profile fit uncertainties, including 
extrapolation of profile.  

• Nightly relative calibration.
• Telescope to telescope absolute calibrations (via ESD/EFD).
• Long-term stability of calibration.
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Re-evaluation of FD energy resolution

Invisible Energy
Inclined showers & 
UHE neutrinos

• Protons & nuclei initiate 
showers high in the 
atmosphere. 

– Shower front at ground 
does not have a large 
electromagnetic 
component (mainly 
muons).

• Neutrinos can initiate 
“deep” showers close to 
ground.

– Shower front at ground: 
electromagnetic + 
muonic components

3

DOWNWARD-GOING

EARTH-SKIMMING

• Statistical uncertainty in corrections from
• shower-to-shower fluctuations
• mass variance around the mean at a given energy.

log(E/eV)

hln Ai and s2(ln A) from first two moments of Xmax distributions

Model-independent decrease of s(ln A) until ⇠ 1018.7 eV

Less model-dependent constraints on s(ln A) near the ankle?
6
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Note 1:  “total” includes the benefit gained from stereo events above 
~1019 eV (energies are averaged, improving resolution).  

Note 2:  total systematic band (cyan shading) is dominated by 
contributions from  detector/atmosphere,  but includes contribution 
from invisible energy (darker shading).

Re-evaluation of FD energy resolution
The Energy Scale of the Pierre Auger Observatory Bruce R. Dawson

FD energy resolution

Aerosol optical depth 1.2% – 3.8%
Horiz. uniform. of aerosols 1.6% – 5%

Molecular atmosphere 1%

Nightly relative calib. 1.3%
Time drift of FD energies 2.5%

Mismatch between telescopes 3.5%
Stat. error from geom. and GH fit 4.6% – 2.8%

Extrapolation of profile 2.2%

Einv shower-to-shower fluc. 1.1% – 0.6%
Einv mass uncertainty 2.4% – 0.3%

TOTAL 7.6% – 8.6%

Table 2: New results on the fluorescence detector energy resolution. The table is separated into three
sections, referring to contributions from the atmosphere, from the detector and reconstruction, and from
invisible energy. A range refers to the change in resolution from 1017.7eV to 1019.8 eV.

aerosol optical depth across the four quarter-hour measurements in a given hour. These aerosol186

uncertainties have been reviewed as part of the software overhaul described above, and contribute187

1.2% to 3.8% to the FD energy resolution, larger at higher energies. Finally, comparing recon-188

structed energies, and their uncertainties, for “stereo” events (showers seen from two FD sites) has189

allowed us to estimate an uncertainty that we attribute to non-uniformity of aerosols across the190

observatory. (Our aerosol measurements, using central laser facilities, probe aerosol content along191

a limited number of paths.) We estimate this contribution to be from 1.6% to 5%, again energy-192

dependent. The experimental uncertainty of this stereo study (and whether the effect seen is wholly193

attributable to non-uniformity of aerosols) leads to the dominant contribution to the systematic un-194

certainty on the total resolution, shown with the blue band in Figure 1(b).195

The detector and reconstruction: Detector calibration plays a major role here. Uncertainties196

include a new estimate of the contribution of the nightly relative calibration (from the new run-197

ning calibration described above) of 1.3%, and a contribution of 3.5% that takes into account the198

small systematic differences in telescope gains across the observatory, determined by studying the199

ratio EFD/ESD for showers seen by different telescopes. Long-term monitoring of the stability200

of the telescope gains introduces an uncertainty of 2.5% to any FD measurement. In the area of201

reconstruction, formal statistical uncertainties in the shower geometry and the profile function fit202

(Eq. 3.1) result in a contribution to energy resolution of between 4.6% and 2.8%. We include an203

additional 2.2%, derived from simulations, to take into account the uncertainty of the extrapolation204

of the GH function beyond the viewed profile, something not included in the formal fit error.205

The invisible energy correction: This data-driven correction is a fixed function of primary en-206

ergy, so natural shower-to-shower fluctuations in development, and primary mass variations from207

the mean mass at a given energy, result in statistical uncertainties in the Einv correction. We es-208

timate the contribution to energy resolution from shower-to-shower fluctuations to be about 1%,209
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Conclusions

• We have reviewed the main sources of systematic uncertainty in our FD energies.  The 2013 total energy 
systematic of 14% is still valid.

• We have described new study of FD energy resolution important for evaluating SD energy resolution and the 
correction of resolution effects in spectra.  Energy resolution between 7% and 8%.

• see the next two talks for applications of this work.


