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One of the uncertainties in the interpretation of ultrahigh energy cosmic ray data comes from the
hadronic interaction models used for air shower Monte Carlo (MC) simulations. The number of muons
observed at the ground from ultrahigh energy cosmic ray–induced air showers is expected to depend upon
the hadronic interaction model. One may therefore test the hadronic interaction models by comparing the
measured number of muons with the MC prediction. In this paper, we present the results of studies of muon
densities in ultrahigh energy extensive air showers obtained by analyzing the signal of surface detector
stations which should have high muon purity. The muon purity of a station will depend on both the
inclination of the shower and the relative position of the station. In seven years’ data from the Telescope
Array experiment, we find that the number of particles observed for signals with an expected muon purity
of ∼65% at a lateral distance of 2000 m from the shower core is 1.72!0.10ðstatÞ !0.37ðsystÞ times larger
than the MC prediction value using the QGSJET II-03 model for proton-induced showers. A similar
effect is also seen in comparisons with other hadronic models such as QGSJET II-04, which shows a
1.67!0.10!0.36 excess. We also studied the dependence of these excesses on lateral distances and found
a slower decrease of the lateral distribution of muons in the data as compared to the MC, causing larger
discrepancy at larger lateral distances.

DOI: 10.1103/PhysRevD.98.022002

I. INTRODUCTION

The origin of ultrahigh energy cosmic rays (UHECRs)
has been a long-standing mystery of astrophysics. The
Telescope Array (TA) experiment [1] in Utah, USA, is the
largest experiment in the northern hemisphere observing
UHECRs. It aims to reveal the origin of UHECRs by
studying the energy spectrum, mass composition and
anisotropy of cosmic rays. When a UHECR enters the
atmosphere, it interacts with atmospheric nuclei and gen-
erates the particle cascade, which is called an air shower.
The information of primary cosmic rays is estimated from
observed signals of air shower particles and the air shower
Monte Carlo (MC) simulation.
UHECR air showers are not fully understood. At

present, the maximum energy of hadronic interactions in
the target rest frame accessible at accelerators is 1017 eV
at the CERN LHC. The MC for cosmic rays in the energies
above 1018 eV uses the extrapolated values of the parameters

of hadronic interactions, such as the cross section and
multiplicity. The values of these parameters differ between
hadronic interaction models, due to the uncertainty of
modeling pion or kaon generation at the early age of the
air shower development. Thus, inferences of UHECR
composition from air shower measurements are model
dependent [2,3], which is important in understanding the
origin of UHECRs because cosmic rays are deflected in the
Galactic and extragalactic magnetic fields.
In addition to that, the HiRes/MIA experiment reported a

deficit in the number of muons from MC air showers
compared with experimental data for E≳ 1017 eV [4]. The
Yakutsk experiment also indicated lower simulated muon
densities than those observed for E≳ 1019 eV [5]. The
Pierre Auger Observatory, which is located in Mendoza,
Argentina, reported [6] a model-dependent deficit of muons
in simulations of 30%–80% relative to the data, 1019 eV.
The Pierre Auger Collaboration also reported that the
observed hadronic signal in UHECR air showers is 1.61!
0.21 ð1.33!0.16Þ times larger than the post-LHC MC
prediction values for QGSJET II-04 [7] (EPOS-LHC [8]),
including statistical and systematic errors [9]. For
E≲ 1017 eV, The KASCADE-Grande experiment [10]
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Map of the TA site
Fluorescence Detectors(FDs) 
Middle Drum(MD) station = 
14 FDs  
+ TA Low energy Extension (TALE) 10 FDs

Surface detectors(SDs) 
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• 3m2 
• 1.2km spacing 
• total coverage ~700km2
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For the SD array
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TA FD
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114o

TALE FD

TALE FD
TA FD (MD)

Middle Drum stationLocated in TA MD site  
10 FDs in the TALE station 
Elevation: 30o-57o (higher elevation than MD) 
Azimuthal: 114o 

Refurbished HiRes telescopes & electronics 
Mirror: same as TA FD (MD) 
Elec.: 10 MHz 8bit FADC

Installed in Nov. 2012 
Operation since Sep. 2013 
Hybrid trigger: Sep. 2018



Event sample by SD array
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upper layer 
lower layer

Central EM components 
~ 50 MIPs

muon components 
~ 1 MIPs

delayed neutrons 
~ 5 MIPs 
no signals on lower

relative arrival time [μs]  6



Event reconstruction
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5.4 Lateral Distribution Fit

We use the same lateral distribution function (LDF) as the AGASA experi-

ment [16] to fit the event lateral profile on the ground:
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⌘(✓) = 3.97� 1.79 [sec(✓)� 1]

The uncertainties [99] on the pulse height density are adjusted to fit the TA SD

data:
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We minimize the function of the form:
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The fit parameters are the core position R and the scaling factor A in front of the

(AGASA) LDF function. Figure 5.4b shows a typical TA SD lateral distribution

fit.

Counters closest to the shower core are removed from the lateral distribution

fits (but not from the geometry fits) due to the saturation of their photomultiplier

tubes, which occurs (in a typical counter) whenever the signal exceeds ⇠50 VEM

in a 20 nS time interval. Typically, one has 1 saturated counter per event.

5.5 First Energy Estimation

After successful geometry and LDF fits, we determine the signal size 800 me-

ters [101] from the shower axis S800 ⌘ ⇢(800m) using equation 5.10 and use it

along with the reconstructed sec(✓) to determine the event energy from a carefully

tested MC. To do this, we use a large statistics MC set to construct the energy

estimation table. Figure 5.5 shows the energy as a function of reconstructed S800

and sec(✓), where we plot the reconstructed values of S800 vs sec(✓) lines for
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Empirical formula used by AGASA

Modified empirical formula in AGASA

Event map: 
Size = # of particles 
Color = timing

Time fit

Lateral distribution profile fit

r = 800m

S800

S800 -> primary energy

99

which we adjusted by an iterative process using the TA SD data. To get the final

values for the event geometry, we fit to a modified Linsley function in which the

curvature parameter a becomes a fit parameter and is also allowed to vary (the

�2 expression is the same as the Equation 5.5):

⌧ = a
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The additional factor of (1� l
12⇥103m)1.05 describes an additional “curvature devel-

opment” e↵ect, which was derived from the data. Figure 5.4a shows an example

of the event time fit.
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Figure 5.4: Two fits for determining the SD event geometry and S800. (a): An
illustration of the SD time fit. Counter time is plotted versus distance along the
û-axis (points). Solid line represents the fit expectation time for counters that
would lie directly on the û-axis, dashed and dotted lines are the fit expectation
times for counters that are 1 km and 2 km o↵ the û-axis, respectively. (b): Lateral
distribution fit to the AGASA function. Counter pulse height is plotted versus
the perpendicular (lateral) distance from the shower axis. Solid line represents
the fit curve. Error bars with no points represent the silent counters (working
counters which did not register any signal).

 7



Primary energy determination
First estimation of SD energy

2013/4/25 H. Sagawa 12

sec(T)

lo
g 10

(S
80

0)

Monte Carlo Æ Energy table
E’SD = E’SD(S800, T) 

Energy Scale Check and resolution

13

FD energy EFD

SD energy ESD
(scaled to FD energy)

ܦܵܧ = 1.27/ܦᇱܵܧ

Hybrid events E > 1019 eV
Angular resolution = 1.4o

E > 1019 eV
Energy resolution < 20%

ESD = E’SD / 1.27

E’SD = E’SD(S800, θ) 

Scale to FD energy

r = 800m

S800
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Event reconstruction

FD analysis: Geometry Reconstruction 

Monocular Mode 
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Status of 11 years of operations
SD array

FD (BRM, LR)
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TA SD spectrum from 11 years of data
Energy spectrum from 11 years of TA SD data, 
from May 11, 2008 to May 11, 2019

                                                   γ = -3.28 ± 0.02
ankle @ logE = 18.69 ± 0.01
                                                   γ = -2.68 ± 0.02
cutoff @ logE = 19.81 ± 0.03
                                                   γ = -4.84 ± 0.48
logE1/2 = 19.79 ± 0.04
Significance of suppression is 8.4 σ

TA Energy Spectrum Dmitri Ivanov

2. TA Surface Detector Energy Spectrum

2.1 SD Spectrum Calculated Using Standard TA Procedure

Figure 2 shows the TA surface detector spectrum, calculated using data collected over the
time period from 2008/05/11 to 2019/05/11. Superimposed as a solid line is a fit to a broken
power law function. We find the position of the ankle feature at EA = 1018.69±0.01 eV, with powers
before and after the ankle p1 = �3.28± 0.02 and p2 = �2.68± 0.02, respectively, the second
break point, also known as the GZK cutoff [4, 5], at E2 = 1019.81±0.03 eV, and the power after the
second break p3 =�4.84±0.5 We estimate the significance of the suppression to be 8.4 s and the
energy at which the measured integral flux becomes half of that in the absence of the cutoff [3] is
E1/2 = 1019.79±0.04 eV.

The analysis used for calculating the result in Figure 2, described in [2, 12], consists of a
time fit to determine the geometry of the cosmic ray shower, a lateral distribution fit to the AGASA
lateral distribution function [13] to find the shower signal size 800m from the shower axis (S800),
an initial energy estimate from a CORSIKA QGSJET II.3 [14, 15, 16] surface detector Monte
Carlo [17, 12], and calibration of the TA SD energy scale to the TA FD. Calibration of the SD
energy scale to the TA FD is done by using an energy-independent calibration factor of 1/1.27,
as described in [20]. Recently, in [20], it has been demonstrated that the TA SD reconstruction
approach yields a result that is within 3% of the result obtained by applying the Constant Intensity
Cut method [21] to the TA data at the highest energies.
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Figure 2: Telescope Array surface detector spectrum derived from 11 years of TA data, 2008/05/11-
2019/05/11, using reconstruction described in [2, 12]. Solid line is a fit to the broken power law, where
p1, p2 are the spectral indices before and after the ankle, respectively, EA is the energy of the ankle, E2 is
the energy of the cutoff (aka the second break point), and p3 is the spectral index after the cutoff. The sig-
nificance of the cutoff at 1019.81 eV has been estimated to be 8.4 s , and the energy at which the measured
integral flux is half of that expected in the absence of the suppression, is E1/2 = 1019.79±0.04 eV.
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2.2 SD Spectrum Calculated Using Extended Quality Cuts

The minimum energy threshold of the standard TA SD spectrum result, shown in Figure 2, is
1018.2 eV, where the efficiency of the TA SD is⇠10% of its value at the plateau. The event selection
cuts, described in [2, 12], limits event zenith angles to a range from 0 to 45�. Above 1018.8 eV,
however, the TA SD is near the 100% efficiency point, allowing one to estimate the exposure by
Monte Carlo accurately up to 55� in zenith angle. Therefore, we can calculate the energy spectrum
above 1018.8 eV with higher statistical power by allowing the event zenith angles to be in 0 to 55�

range. After expanding the zenith angle range, and optimizing other quality cuts, first introduced
in [2, 12], we arrive at the following list of cuts appropriate for the TA SD spectrum calculation
above 1018.8 eV (i) Event zenith angle is less than 55�, (ii) Each event includes at least 5 working
counters that were hit (iii) Counter with largest signal is surrounded by 4 working counters on the
square grid (iv) The uncertainty of the event pointing direction is less than 5� (v) The fractional
uncertainty of S800 is less than 25% (vi) The reduced c2 values of the time and lateral distribution
are less than 4. The TA SD spectrum with the above event selection cuts, over 11 years of data
(2008/05/11-2019/05/11), is shown in the left panel of the Figure 3. As the Figure 3 demonstrates,
the spectrum with the new sets of quality cuts is consistent with the TA SD specrum calculated
using standard quality cuts [2, 12] at a ⇠1% level.
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Figure 3: Left: Telescope Array surface detector energy spectra derived from 11 years of TA data,
2008/05/11-2019/05/11, using two sets of quality cuts. Red points show the result obtained using a new
set of cuts described in the main text (E3

J1), which include zenith angle q < 55� cut and cover a range
of declinations �16� < d < 90�. Black open squares show the result (E3

J2) obtained using the quality cuts
described in [2, 12], which include zenith angles up to 45� and cover a range of declinations�6� < d < 90�.
Red line shows the fit to a broken power law function of the spectrum that uses zenith angles up to 55�. The
fit finds the second break point at 1019.81±0.03 eV, and the spectral indices before and after the break point
are �2.67± 0.02 and �5.3± 0.5, respectively. The significance of the cutoff at 1019.81±0.03 eV has been
estimated to be 12.0s , and the energy at which the measured integral flux is half of that in the absence of the
cutoff is E1/2 = 1019.77±0.02

eV . Right: A fit of the ratio of the two fluxes J1 and J2 to a straight line shows
that the two results agree at a ⇠1% level.

3

Energy resolution = 18 % logE > 19.0
Energy scale systematic uncertainty = 21 %

Expanding the zenith angle range
for logE > 18.8 (100 % efficiency)

                                           γ = -2.67 ± 0.02
cutoff @ logE = 19.81 ± 0.03
                                           γ = -5.3 ± 0.5
logE1/2 = 19.97 ± 0.04
Significance of suppression is 12.0 σ
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TA SD spectrum from 11 years of data

Declination dependence of the TA SD spectrum

The break point of
logE = 19.64 ± 0.04 for lower dec. band (-16o - 24.8o)
logE = 19.84 ± 0.02 for higher dec. band (24.8o - 90o)

global significance = 4.3σ (local 4.7σ)

TA Energy Spectrum Dmitri Ivanov

2.3 Declination Dependence of the TA SD Spectrum

In the first 7 years of TA SD data (2008/05/11 - 2015/05/11) we have found a 4sdifference of
the second break points [20] of the TA SD spectra calculated for the lower and higher declination
bands. Repeating this analysis for the data over the past 4 years, 2015/05/12 - 2015/05/11, we
have found that the difference between the two second break points of the spectra persists. As
the left panel of Figure 4 shows, the second break point of the lower declination band spectrum
is smaller than that of the higher declination band. The second break points are 1019.71±0.08 eV
and 1019.9±0.06 eV, for the lower and higher declinations, respectively, and are consistent with what
has been reported for the first 7 years of the TA SD data in [20]. The combined TA SD data,
over 11 years, yields the second break point of 1019.64±0.04 eV for the lower declination band, and
1019.84±0.02 eV for the higher declination band. These results have been found to be 4.7s different.
We have carried out extensive checks of systematic uncertainties of this result, for the first 7 years of
data, which include checking for the detector biases by looking East and West insted of North and
South in declination [19], comparison of the fluorescence detector and surface detector energies
[19, 20], changing the reconstruction of the SD data to Constant Intensity Cut method [20], as
well as examining the effects of using alternative hadronic interaction models in the recontruction
of the TA SD event energies [20]. We were unable to find a source of systematic uncertainty that
would explain the difference in the second break point energies of the TA SD spectra measured in
the lower and higher declination bands.
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Figure 4: Left: TA SD energy spectrum collected in the last 4 years over for the upper and lower declination
bands. Solid lines show the fits to a broken power law function. The second break points for the lower and
higher declination bands are 1019.71±0.08 eV and 1019.9±0.06 eV, respectively. Right: TA SD energy spectrum
collected over 11 years for the upper and lower declination bands. Superimposed are the fits to the broken
power law functions. For the lower declination band, the spectral indices are �2.64±0.04 and �4.2±0.3
before and after the break, respectively, while the break point is at 1019.64±0.04 eV. For the higher declination
band, the spectral indices before and after the break are �2.67±0.03 and �5.71±0.6, respectively, and the
break point is at 1019.84±0.02 eV.
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Figure 5: Combined TA Spectrum. Blue point show the part covered by the TA SD, using 11 year data, and
red points show the part measured by the TALE fluorescence detector.

3. Combined TA Spectrum

Figure 5 shows the combined TA spectrum using black filled circles.

4. Summary
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Figure 3: Resolution studies using Monte Carlo events. Left: the in-plane angle, y . Right: the
impact parameter, Rp, f . The Gaussian fit is used to determine the detector bias and resolution.

Figure 4: Resolution studies using Monte Carlo events. Left: the total energy of Monte Carlo
simulated events shown. Right: the shower maximum depth, Xmax. The Gaussian fit is used to
determine the detector bias and resolution.

Figure 3 and 4 show the resolution of important parameters from reconstruction for the TALE
monocular spectral analysis. In figures, all Cherenkov-dominant and mixed events were included.
We evaluate the resolutions of 1� in y angle, 5% in Rp, 14% in energy, and 44 g/cm2. Compared
to resolutions of each parameter the bias is insignificant.

4. Data/MC Comparisons

To check if the Monte Carlo reasonably represents the data, measurable parameters’ distribu-
tions were plotted. The Monte Carlo and Data were applied the same quality cuts to be compared.
Among measurable parameters, the impact parameter and zenith angle parameter are important to
determine the aperture. Figure 5 shows Data and Monte Carlo comparisons for in-plane angle, im-
pact parameter, azimuthal angle and zenith angle. Black data points and red Monte Carlo histogram
are in good agreement.
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4. Data/MC Comparisons

To check if the Monte Carlo reasonably represents the data, measurable parameters’ distribu-
tions were plotted. The Monte Carlo and Data were applied the same quality cuts to be compared.
Among measurable parameters, the impact parameter and zenith angle parameter are important to
determine the aperture. Figure 5 shows Data and Monte Carlo comparisons for in-plane angle, im-
pact parameter, azimuthal angle and zenith angle. Black data points and red Monte Carlo histogram
are in good agreement.
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Result of resolution studies by MC

SDP angle: 1o Rp: 5 % E: 14 % Xmax: 44 g/cm2
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TALE FD monocular reconstruction 
Energy spectrum from 4 years of data measured by TALE FD with 
monocular reconstruction (Jun. 2014 - Nov. 2018)The Energy Spectrum above 2 PeV measured by the TALE Fluorescence Telescopes JiHee Kim

Figure 6: Cosmic ray energy spectrum measured by the TALE station from 1015.8 to 1018.3 eV. A
mixture of Cherenkov-dominant and mixed events are included and about 4 years of data is used.
Here the flux has been multiplied by E3 to take out the dominant slope and better show the fine
structure of the spectrum. The aperture is calculated by the EPOS-LHC Monte Carlo simulation.
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D. Bergman and T. Stroman

TA stereo: Xmax distribution

Scatter plot of Xmax vs energy.
<Xmax> from measured data and from QGSJET II-04 MC predictions (proton and iron)
Data support a light component at any energy.

Systematic uncertainty on <Xmax> is 15 g/cm2

Xmax resolution < 25 g/cm2 , Energy resolution < 7 % (energy dependent)
Quality cuts: Coincidence FDs within 2 ms, Downward-going, SDP angle < 170o, 
track length >= 6o, duration >= 2 us, Xmax in FOV  

TA 11-Year Stereo Composition Measurement D.R. Bergman
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Figure 1: The distribution of reconstructed Xmax, binned by reconstructed primary energy. The proton and
iron predictions are based on the QGSJET-II-04 model for high-energy hadronic interactions. The data and
proton histograms agree in both mean and overall shape, while disagreeing strongly with iron.
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Figure 2: A scatter plot of Xmax vs. energy for 11 years of data, overlaid with profile histograms showing the
energy evolution of the mean Xmax of the data and each Monte Carlo prediction (proton and iron, according
to QGSJET-II-04). The systematic uncertainty on reconstructed Xmax is 15 g/cm2.
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W. Hanlon

10 year BR/LR hybrid <X
max

>

Hybrid events from TA BR/LR FD 
detectors in coincidence with SD array

3560 events, 18.2 ≤ log
10

(E/eV) < 19.1

Elongation rate
● D

10
 = 66 ± 5 (g/cm2)/decade

● 𝜒2/dof = 10.66/7 (p = 0.154)

TA <X
max

> appears consistent with <X
max

> 
of predominantly light elements such as 
protons and helium using the QGSJET 
II-04 model.

<X
max

> systematic uncertainty: ± 17 
g/cm2

Systematic uncertainty of QGSJET II-04 
models are shown as well.

𝜎(<X
max

>) of QGSJET II-04 p/He ≅ ± 3 g/cm2 @ 1017 eV [lab] (√s = 14 TeV)
𝜎(<X

max
>) of QGSJET II-04 p/He ≅ ± 18 g/cm2 @ 1019.5 eV [lab] (√s = 250 TeV)

𝜎(<X
max

>) of TA data = ±17.4 g/cm2 (1018.2 ≤ E < 1019.9 eV)

Conservative lower bounds on uncertainties from total cross-section, multiplicity, 
and elasticity dependence. (Abbasi & Thomson, arXiv:1605.05241 (2016))

10 year BR/LR hybrid 𝜎(X
max

)

Hybrid events from TA BR/LR FD detectors 
in coincidence with SD array

3560 events, 18.2 ≤ log
10

(E/eV) < 19.1

Where statistics are large,  𝜎(X
max

) is 
consistent with QGSJET II-04 protons. 
Note that 𝜎(X

max
) is relatively model 

independent, unlike <X
max

> which can vary 
by 20 g/cm2 between models.

Above 1019.1 eV, statistics are depleted due 
to the combination of acceptance 
(primarily loss of small zenith angle events) 
and falling spectrum. TA loses its ability to 
distinguish between even single element 
predictions of composition.

96 events, 19.1 ≤ log
10

(E/eV) < 19.9

9
2

 e
ve

n
ts

5
1

 e
ve

n
ts

TA BRM+LR+SD hybrid: <Xmax> and σXmax

< Xmax > along with predictions of
QGSJET II-04 p, He, N and Fe

10 years data 1018.2 to 1019.1 eV
3560 events after the quality cuts

Systematic uncertainty on <Xmax> is 17 g/cm2

Xmax bias < 1 g/cm2

Xmax resolution = 17.2 g/cm2

Energy resolution = 5.7 %

σXmax along with predictions of
QGSJET II-04 p, He, N and Fe
The measured data are compatible with the 
protons below 1019 eV.

Quality cuts:
  Dborder>100m, FD track length > 10o,
  # FD good PMT > 11, SDP angle < 130o, 
  FD track > 7us, Θ < 55o, Xmax in FOV,  
  Good weather



proton

he
liu

m
ni

tro
ge

n

iro
n

p-val = 0.05

X
m

ax  shift (g/cm
2)

We demonstrated that at the 95% 
confidence level, TA data is 
compatible with a pure QGSJET 
II-04 proton composition for all 
energies 18.2 ≤ log

10
(E/eV) < 19.9, 

with X
max

 shifts ~+20 g/cm2 applied 
to the data. TA <X

max
> systematic 

uncertainty is ± 17 g/cm2.

Below 1019 eV all other single 
elements tested were not 
compatible with TA data. For iron, 
shifts of 50 g/cm2 were needed to 
make the data match the MC 
prediction.

Above 1019 eV TA data is 
compatible with all four pure 
QGSJET II-04 elements using this 
test because statistics are poor and 
the deep X

max
 tail is not seen.

Depth of Ultra High Energy Cosmic Ray Induced Air Shower Maxima Measured by the 
Telescope Array Black Rock and Long Ridge Fluorescence Detectors and Surface Array 
in Hybrid Mode, Abbasi, et al., Astrophys.J. 858 (2018) no.2, 76
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W. Hanlon

TA BRM+LR+SD hybrid: single element model

Test the agreement of data and single element 
models by comparing data and MC Xmax 
distributions including a systematic shift of data.

Proton and He agree with the data especially in 
the tail of distributions, whereas N and Fe 
do not resemble the data.

(Xmax systematic uncertainty = 17 g/cm2)

Data is compatible with QGSJET II-04 proton 
from 1018.2 to 1019.9 eV with systematic shifting 
about 20 g/cm2.

Other components are not compatible
                                                   in E < 1019eV
All 4 single components are compatible in the 
highest energy bin. ← low statistics (19 events)

Fe requires a shift of  ~ 50 g/cm2

In Astrophys.J. 858 (2018) no.2, 76 
we tested TA hybrid X

max
 data 

against predictions of single element 
composition using the QGSJET II-04 
model (Phys.Rev. D83 (2011) 
014018).

To account for systematic 
uncertainties in X

max
 of our data and 

the model, we fit the data to 
reconstructed distributions of each 
element with a systematic shift in 
X

max
 and found the shift which 

maximized the likelihood of data and 
MC. This tests the shapes of the 
distributions.

For the shift which provides the 
maximum likelihood, calculate the 
probability of observing a ML at 
least as extreme as observed in the 
shifted data.

18.4 ≤ log
10

(E/eV) < 18.5

+19 g/cm2 -2 g/cm2

-28 g/cm2 -53 g/cm2

Depth of Ultra High Energy Cosmic Ray Induced Air Shower Maxima Measured by the 
Telescope Array Black Rock and Long Ridge Fluorescence Detectors and Surface Array 
in Hybrid Mode, Abbasi, et al., Astrophys.J. 858 (2018) no.2, 76

proton He

FeN

Ap. J., 858, 76(2018)
arXiv: 1801.09784
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Figure 6: TA hybrid Xmax compared to QGSJET II-04 four component model.
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Figure 7: Comparison of hXmaxi and s(Xmax) of TA hybrid data and a QGSJET II-04 four compo-
nent mixture.
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W. Hanlon

TA BRM+LR+SD hybrid: 4 element model

QGSJET II-04 proton, He, N, Fe, data: 0 g/cm2

Test the agreement of data and 4 component 
mix by comparing data and MC Xmax 
distributions (No systematic shifting).

For 1018.2-1019.1 eV, minimum χ2 is found 
at the fraction, 
proton = 57%, He = 18%, N = 17%, Fe = 8%.

(Xmax systematic uncertainty = 17 g/cm2)

<Xmax>
QGSJET II-04p, He, N, Fe
data: 0 g/cm2

σXmax <Xmax> and σXmax of the 
4 element mix are within the 
statistical uncertainty of the data.

DRAFT V01
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Mean Reconstructed X
max

 vs. 

Shower Energy
● (Top Figure): Reconstructed Data 

<Xmax> vs. Shower total Energy 

starting at log(E [eV]) = 15.3

– Also shown, results for 4 MC primaries.

● (Bottom Figure): A broken line fit to 
TALE data <Xmax>

– Break point: 17.23 +/- 0.05

– Slope before: 35.13 +/- 0.35

– Slope after: 62.40 +/- 4.95

● (Bottom Figure): Also shown (red 
squares) are <Xmax> reported by TA 

using hybrid events from Black 
Rock / Long Ridge FD’s and the main 
SD array.
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T. AbuZayyad

TALE FD monocular reconstruction 

Xmax measured by TALE FD with monocular reconstruction
4 years of data (Jun. 2014 - Nov. 2018)

Change in Xmax elongation rate at an energy of ~1017 eV
(It is likely correlated with 2nd knee in the energy spectrum)

Smooth connection of the low(TALE) and the high(BR/LR hybrid) energy rails.
 E [EeV] 

10
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TALE Energy spectrum (Monocular)

 0.03±break point 17.04 

 0.02±break point 16.22 

 0.02± 0.01             -3.19 ± 0.01             -2.92 ±slope:      -3.12 

 / ndf = 31.6 / 392χfit 

Figure 20: TALE cosmic rays energy spectrum measured with 22 months of data. A mixed primary composition given by the
TXF is assumed. The gray band indicates the size of the systematic uncertainties.

show in figure 22 a comparison of the spectrum obtained with di↵erent compositions. With respect to the
energy spectrum for the case of pure iron composition assumption, note that composition measurements by
other experiments, e.g. [48, 49] exclude the possibility of iron dominated flux at energies below 1016 eV. The
spectrum is included in the plot simply to demonstrate the extreme case of all heavy primaries.

Figure 23 compares the current result with some recent results from other experiments. We note that
qualitatively the spectra are in agreement. The di↵erence in normalization is within the systematics of the
energy scales of the di↵erent experiments. In particular, we note that a 6.5% downward shift in the IceTop
energy scale, results in a spectrum that lies on top of the TALE spectrum for energies below 1017 eV.

Figure 24 compares the current result with some recent results from TA Fluorescence [55] and surface
detector [56] measurements. We note that above 1017 eV there is excellent agreement between the di↵erent
results, demonstrating that the TALE spectrum can be seen as an extension of the measurements in the
ultra-high energy regime down to lower energies.

18

TALE FD monocular spectrum (2 years)
Ap. J., 865, 74(2018), arXiv: 1803.01288
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max
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Shower Energy
● (Top Figure): Reconstructed Data 

<Xmax> vs. Shower total Energy 

starting at log(E [eV]) = 15.3

– Also shown, results for 4 MC primaries.

● (Bottom Figure): A broken line fit to 
TALE data <Xmax>

– Break point: 17.23 +/- 0.05

– Slope before: 35.13 +/- 0.35

– Slope after: 62.40 +/- 4.95

● (Bottom Figure): Also shown (red 
squares) are <Xmax> reported by TA 

using hybrid events from Black 
Rock / Long Ridge FD’s and the main 
SD array.
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Fit results (EPOS-LHC )

● Lowest Energy bin starts 
at: log10(Ecal) = 15.2

● Mean log(A) calculated as 
a weighted sum of log(A) 
for each of 4 fit primaries.

● MC thrown with equal  
number of primaries:     
<ln (A)> = 2.01

● Reconstructed MC        
<ln (A)> blue squares.

● TALE data (corrected 
fractions) shown in red.

14

Fit results (EPOS-LHC )

● Lowest Energy bin starts 
at: log10(Ecal) = 15.2

● Mean log(A) calculated as 
a weighted sum of log(A) 
for each of 4 fit primaries.

● MC thrown with equal  
number of primaries:     
<ln (A)> = 2.01

● Reconstructed MC        
<ln (A)> blue squares.

● TALE data (corrected 
fractions) shown in red.
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T. AbuZayyad

TALE FD monocular reconstruction 

Xmax measured by TALE FD with monocular reconstruction
4 years of data (Jun. 2014 - Nov. 2018)

4 component fit to measured Xmax distribution

Change in composition from predominantly light mix at lower energy to heavy mix at ~ 1017 eV

17   17.5     18  16.5        16
log10(E [eV])

  15.5         15 17   17.5     18  16.5        16
log10(E [eV])

  15.5         15



Anisotropy study
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K. Kawata

“Hotspot” update from 11 years of data

UHECR Hotspot Observed by the TA K. Kawata

Figure 1: (a) A significance map of the UHECR events with E > 57 EeV for 11 years of TA data (May 2008
- May 2019) in the equatorial coordinates. Events are smoothed by 25◦ oversampling radius circle, which is
defined in this paper. (b) A significance map of the UHECR events with E > 57 EeV for events observed in
the 1st 5 years of TA data (May 2008 - May 2013). Events are smoothed by 20◦ oversampling radius circle
according to our original paper [4]. The solid curves indicate supergalactic plane (SGP) and the galactic
plane (GP).

Figure 2: Number of cumulative events of the hotspot region (Red curve), and cumulative background
events (Blue curve), respectively, above 57 EeV. The green and yellow shaded areas show ±1σ and ±2σ
deviations from the rate of data observation respectively, assuming a linear increase in rate.

approximately double statistics of the first 5-year observation. These events are summed over dif-
ferent five oversampling radius circles, 15◦, 20◦, 25◦, 30◦, and 35◦. The centers of tested directions
are on a 0.1◦×0.1◦ grid in the equatorial coordinates. We then search for the maximum significance
over all grid points and five oversampling radius circles. We found the maximum significance of
5.1σ at a position R.A.=144.3◦, and Dec.=40.3◦ with 25◦ oversampling radius circle. The chance
probability of the 11-year hotspot in an isotropic sky is estimated to be 2.1×10−3 (2.9σ ). Figure 1
(a) shows the significance maps of the UHECR events with E > 57 EeV for 11 years with 25◦

radius circle, compared with our previous result for the 1st 5 years of data with 20◦ shown in Fig.1
(b) [4]. The 11-year hotspot looks larger size than the 5-year hotspot (the number of background
events in 25◦ radius circle is 50% higher than that of 20◦ radius circle). It has extended all the way
to the supergalactic plane (SGP), and is irregular in shape. Therefore a circular oversampling shape
is not really appropriate. In that case, the significance of such an excess might be underestimated.

2

Ap. J., 790, L21(2014)
E > 57 EeV (Observed 72 events)
20o over-sampling circle
19 events fall in “Hotspot” centered at (146.7o, 43.2o)
(Expected = 4.5 events)
local significance 5.1σ, post trial significance 3.4σ 

Hotspot from 11 years of TA SD data, from May 11, 2008 to May 11, 2019

E > 57 EeV, in total 168 events
38 events fall in Hotspot (α=144.3o, δ=40.3o, 25o radius, 22o from SGP), expected=14.2 events   
local significance = 5.1 σ, chance probability → 2.9σ
25o over-sampling radius shows the highest local significance (scanned 15o to 35o with 5o step)

UHECR Hotspot Observed by the TA K. Kawata

Figure 1: (a) A significance map of the UHECR events with E > 57 EeV for 11 years of TA data (May 2008
- May 2019) in the equatorial coordinates. Events are smoothed by 25◦ oversampling radius circle, which is
defined in this paper. (b) A significance map of the UHECR events with E > 57 EeV for events observed in
the 1st 5 years of TA data (May 2008 - May 2013). Events are smoothed by 20◦ oversampling radius circle
according to our original paper [4]. The solid curves indicate supergalactic plane (SGP) and the galactic
plane (GP).

Figure 2: Number of cumulative events of the hotspot region (Red curve), and cumulative background
events (Blue curve), respectively, above 57 EeV. The green and yellow shaded areas show ±1σ and ±2σ
deviations from the rate of data observation respectively, assuming a linear increase in rate.

approximately double statistics of the first 5-year observation. These events are summed over dif-
ferent five oversampling radius circles, 15◦, 20◦, 25◦, 30◦, and 35◦. The centers of tested directions
are on a 0.1◦×0.1◦ grid in the equatorial coordinates. We then search for the maximum significance
over all grid points and five oversampling radius circles. We found the maximum significance of
5.1σ at a position R.A.=144.3◦, and Dec.=40.3◦ with 25◦ oversampling radius circle. The chance
probability of the 11-year hotspot in an isotropic sky is estimated to be 2.1×10−3 (2.9σ ). Figure 1
(a) shows the significance maps of the UHECR events with E > 57 EeV for 11 years with 25◦

radius circle, compared with our previous result for the 1st 5 years of data with 20◦ shown in Fig.1
(b) [4]. The 11-year hotspot looks larger size than the 5-year hotspot (the number of background
events in 25◦ radius circle is 50% higher than that of 20◦ radius circle). It has extended all the way
to the supergalactic plane (SGP), and is irregular in shape. Therefore a circular oversampling shape
is not really appropriate. In that case, the significance of such an excess might be underestimated.
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“Hotspot” update from 11 years of data

Hotspot from 11 years of TA SD data, from May 11, 2008 to May 11, 2019

E > 57 EeV, in total 168 events
38 events fall in Hotspot (α=144.3o, δ=40.3o, 25o radius, 22o from SGP), expected=14.2 events   
local significance = 5.1 σ, chance probability → 2.9σ
25o over-sampling radius shows the highest local significance (scanned 15o to 35o with 5o step)

UHECR Hotspot Observed by the TA K. Kawata

Figure 1: (a) A significance map of the UHECR events with E > 57 EeV for 11 years of TA data (May 2008
- May 2019) in the equatorial coordinates. Events are smoothed by 25◦ oversampling radius circle, which is
defined in this paper. (b) A significance map of the UHECR events with E > 57 EeV for events observed in
the 1st 5 years of TA data (May 2008 - May 2013). Events are smoothed by 20◦ oversampling radius circle
according to our original paper [4]. The solid curves indicate supergalactic plane (SGP) and the galactic
plane (GP).

Figure 2: Number of cumulative events of the hotspot region (Red curve), and cumulative background
events (Blue curve), respectively, above 57 EeV. The green and yellow shaded areas show ±1σ and ±2σ
deviations from the rate of data observation respectively, assuming a linear increase in rate.

approximately double statistics of the first 5-year observation. These events are summed over dif-
ferent five oversampling radius circles, 15◦, 20◦, 25◦, 30◦, and 35◦. The centers of tested directions
are on a 0.1◦×0.1◦ grid in the equatorial coordinates. We then search for the maximum significance
over all grid points and five oversampling radius circles. We found the maximum significance of
5.1σ at a position R.A.=144.3◦, and Dec.=40.3◦ with 25◦ oversampling radius circle. The chance
probability of the 11-year hotspot in an isotropic sky is estimated to be 2.1×10−3 (2.9σ ). Figure 1
(a) shows the significance maps of the UHECR events with E > 57 EeV for 11 years with 25◦

radius circle, compared with our previous result for the 1st 5 years of data with 20◦ shown in Fig.1
(b) [4]. The 11-year hotspot looks larger size than the 5-year hotspot (the number of background
events in 25◦ radius circle is 50% higher than that of 20◦ radius circle). It has extended all the way
to the supergalactic plane (SGP), and is irregular in shape. Therefore a circular oversampling shape
is not really appropriate. In that case, the significance of such an excess might be underestimated.
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There is a marginal excess is seen along the 
SGP (around the Perseus-Pisces Supercluster) 
at the local significance of ~ 3σ
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Analyzing the shower structure (curvature and thickness) as 
functions of R, θ and E using 11 years of TA SD data.

Averaged shower thickness, < tR >, are fitted to a linear function,

where a and b are the fitting parameters.

Time structure analysis with TA R. Mayta

• Shower front fitting quality (Sec. 4.1) c2 < 20.

Quality cut in the thickness of the shower was also studied based on the total recorded signal. In
all analysis of shower structure we use z angles definition, it is defined as the angle around the
shower axis. The direction where the shower front hits the ground earliest is defined z = 0� and
the direction where the shower front hits the ground latest is defined z = 180�/� 180�. In this
analysis, the positive z is defined in the anticlockwise direction looking from above.

3. Time structure

The TA-SD array can measure the particle arrival times and the number of particles in term of
the pulse height per unit area (VEM/m2) as density, r , at the ground. Based on the information of
each SD counter and more precisely time profile, we describe the analyses of 1) the curvature of
the shower front by using the definition of residual time with respect to the shower plane and 2)
the thickness of the shower disk by analyzing the observable rise time based on the accumulated
waveforms. Figure 1 illustrates the scheme for air shower measurement with the surface detectors.
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Figure 1: Scheme of shower front with the representation of the residual time (td) and the thickness of the
shower disk as (tR).
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Figure 2: (Left) Typical FADC waveforms of a TA-SD counter as a function of time-bin. The black and red
lines represent the upper and lower layers response signals of PMTs of one SD. (Right) The accumulated
waveforms of the left figure.

The residual time with respect to the shower front plane is represented by td and the disk thickness

2
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EAS time structure analysis

Averaged delay from the plane, < td >, are fitted to the function,

Shower thickness

Shower front curvature
(Delay from shower plane)

Time structure analysis with TA R. Mayta
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Figure 3: Example of shower front vs core distance distribution for each SD counters in an interval of energy
of 1019.15 �1019.45 eV and zenith angle interval from 0 to 33.6 degrees.

In this analysis, we used the residual time td introduced by the AGASA experiment [4] and it is
expressed in the simple form,

td = 2.6⇥
�
1+

R

30m
�A ⇥rB[m�2][ns] (4.4)

here A and B are 1.5 and -0.5 respectively determined by the AGASA experiment. And the particle
density r is fitted by the lateral distribution function:

r = N
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(4.5)

where h(q) = 3.97�1.79[sec(q)�1].
In our analysis of shower front, we studied the parameters A and B of Eq. 4.4 using the TA-SD
data. Figure 3 shows a scatter distribution of the residual time as a function of R, denoted by the
black dots which correspond each counter residual time and the blue points represent the average
of htdi with a 100 m binning. The red line is the function fitting of AGASA from 500 to 2500 m.
This example represents the curvature of the shower front for average energy of log(E/eV)= 19.3
for showers with zenith angles from 0 to 33.6 degrees.

4.2 Parameters of the shower front curvature

Parameters of the shower front curvature are analyzed in the three energy intervals, the lower
energy average is 1019.0 eV, the second is 1019.3 eV and the highest energy is 1019.8eV. The param-
eters A and B in the AGASA residual time function were obtained using the TA-SD data. Fig.4
shows the parameters A and B as a function of secq . The black, blue and red points represent the
results using the data sets with the average energies of 1019.0eV, 1019.3eV and 1019.8 respectively.
In case of the parameter A there is a clear dependence on secq and contrarily the parameter B has
no dependence on secq .

Secq dependence of A is fitted by a linear function and summarized below in the three energy
intervals together with the constant values of B. Only statistical errors are presented.
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Figure 3: Example of shower front vs core distance distribution for each SD counters in an interval of energy
of 1019.15 �1019.45 eV and zenith angle interval from 0 to 33.6 degrees.

In this analysis, we used the residual time td introduced by the AGASA experiment [4] and it is
expressed in the simple form,

td = 2.6⇥
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here A and B are 1.5 and -0.5 respectively determined by the AGASA experiment. And the particle
density r is fitted by the lateral distribution function:
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where h(q) = 3.97�1.79[sec(q)�1].
In our analysis of shower front, we studied the parameters A and B of Eq. 4.4 using the TA-SD
data. Figure 3 shows a scatter distribution of the residual time as a function of R, denoted by the
black dots which correspond each counter residual time and the blue points represent the average
of htdi with a 100 m binning. The red line is the function fitting of AGASA from 500 to 2500 m.
This example represents the curvature of the shower front for average energy of log(E/eV)= 19.3
for showers with zenith angles from 0 to 33.6 degrees.

4.2 Parameters of the shower front curvature

Parameters of the shower front curvature are analyzed in the three energy intervals, the lower
energy average is 1019.0 eV, the second is 1019.3 eV and the highest energy is 1019.8eV. The param-
eters A and B in the AGASA residual time function were obtained using the TA-SD data. Fig.4
shows the parameters A and B as a function of secq . The black, blue and red points represent the
results using the data sets with the average energies of 1019.0eV, 1019.3eV and 1019.8 respectively.
In case of the parameter A there is a clear dependence on secq and contrarily the parameter B has
no dependence on secq .

Secq dependence of A is fitted by a linear function and summarized below in the three energy
intervals together with the constant values of B. Only statistical errors are presented.
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where, ρ is the particle density at R. A and B are the fitting parameters.
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Figure 4: Parameters A and B as function of secq , black, blue and red square dots represent for average
energies in log(E/eV) 19.0, 19.3 and 19.8 respectively. Parameter A represents the power law of curvature
shower and B is particle density parameter.

• hlog(E/eV)i = 19.0
A = (1.802±0.010)� (0.353±0.008)⇥ secq and B =�0.389±0.006

• hlog(E/eV)i = 19.3
A = (1.799±0.012)� (0.334±0.01)⇥ secq and B =�0.448±0.007

• hlog(E/eV)i = 19.8
A = (1.865±0.026)� (0.344±0.018)⇥ secq and B =�0.542±0.013

5. Shower disk thickness analysis

5.1 Definition of the rise time

The thickness of the shower disk is defined as the width of a certain time of accumulated
waveform. In this study we use the rise time defined as the time interval in which the accumulated
waveform reaches from 10% to 50% of the total SD signal as represented in the right panel of Fig.2.
An example of the rise time as a function of the distance from the shower core is shown in Fig.5.
As it can be seen, the rise time increases as R increases. The black dots show the rise time and the
blue diamond dots are the average of rise time with a 100 m binning. This example represents the
rise time distribution for events with average energy of log(E/eV)= 19.3 for vertical showers with
zenith angles from 0 to 33.6 degrees. The average of rise time (blue diamond points) was fitted
with a linear function. htRi= b+a⇥R as a first approximation in an interval of 500 to 1200 m of
distance from the core R.

5.2 Parameters of the shower disk thickness

The relations between R and tR are studied in 5 intervals of secq and 3 intervals in the primary
energy. The parameter a ns/m as a function of secq is shown in Fig.6 (left). The results from the
events in the energy average log(E/eV) = 19.0, 19.3, 19.8 are shown by the black, blue and red
points, respectively. A clear secq dependence of the a parameter is found. These results describe
the properties of the showers age. To study this shower age effect in more detail, as an example we
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Figure 5: Rise time vs core distance for each SD counter in an interval of energy of 1019.15�1019.45 eV and
zenith angle interval from 0 to 33.6 degrees. Each black dot is rise time of SD counter and blue diamond
dots represent the average of rise time htRi in bin-by-bin of 100 m.
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Figure 6: Left panel represent the parameter of thickness in terms of slope a [ns/m] vs secq , the black, blue
and red square dots represent for energies log(E/eV): 19.0, 19.3 and 19.8 respectively. Right panel shown the
dependence of slope a [ns/m] on cosz in the shower plane for primary energy log(E/eV)= 19.30 in average
at different secq intervals.

show in Fig.6 (right) the values of the thickness parameter a as a function of cosz for 5 intervals
of secq in step of 0.2 for an interval of energy centered at log(E/eV)=19.30. For each secq interval
band the data are fitted with a function a = a0 + a1cosz . It can be observed the parameter of
thickness a increases when the showers are early in age (large cosz ). More evident is for the
interval of secq : 1.40 to 1.60 which corresponds to the zenith angle of 44.4 - 51.3 degrees. This
effect called asymmetry in the air showers was also studied by other experiment [7].

6. Summary

By using the time profile of the TA-SD data the shower structure were studied using two
observables. 1) The curvature of the shower front was studied in three different energy intervals. It
is observed that one of the parameters of the shower front, A, depends on the zenith angle and the
other parameter, B, has no dependence on the zenith angle but depends on energy. 2) The thickness

6
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Non Imaging CHErenkov array (NICHE)

14 Cherenkov light detectors (3inch PMT+45o Winston corn), ~ 800 m from TALE FD, 100 m spacing.
Deployment started Sep. 2017, commissioning until Feb. 2019. 

NICHE detector and operations Yugo Omura

A number of experiments have employed the non-imaging Cherenkov technique (AIROBICC,
BLANCA, CACTI, and Tunka) using the Cherenkov Light Distribution (CLD) to measure the
CR spectrum, while two experiments (Tunka and BASJE) have employed the Cherenkov Time
Width Lateral distribution technique (references in [5, 6]). The innovation of NICHE is to combine
these two techniques to construct an array of sufficiently large area to have significant overlap with
TALE air-Cherenkov measurements for energies above about 3 PeV and TA/TALE air fluorescence
measurements for energies above about 100 PeV, leading to a cross-calibration of the FD, IACT
and non-imaging CD measurements. It is important to compare energies independently determined
from the three types of detectors, the TALE FD, the scintillation counters of the TALE, and the
Cherenkov counters of NICHE. Comparing the air shower geometries from these detectors is also
intriguing.

3. NICHE at the TA site

A Kakenhi Grant by Japan Society for the Promotion of Science (JSPS) was approved in 2014
for four years, and a prototype array of 14 CDs has been developed. This array will be called
j-NICHE to distinguish it from other NICHE endeavors. The positions of the deployed j-NICHE
counters are shown in the left panel of Fig. 1. The detectors are deployed ∼ 800m away from the
MD site with 100m spacing to detect air Cherenkov lights generated by showers with E ≥ 3PeV
together with the MD and the TALE FDs.

Figure 1: Left: The map around the TA Middle Drum (MD) site. The j-NICHE counters denoted by greens
are deployed with 100m spacing ∼ 800m away from the MD site. Right: A j-NICHE counter in the field
with MD-FD behind.

A j-NICHE counter detects Cherenkov light by a 3-inch photomultiplier tube (PMT, Hama-
matsu R6233-100) whose the output signal is passed through FADC(200MHz, 12 bits) and stored
as a digital in a micro-SD card. A Winston cone of opening half-angle 45◦ is attached above PMT
to collect more inclined lights. We found the most of rays with θ = 43◦ can not be seen by PMT
according to the result of ray-tracing simulation for a NICHE detector using ROBAST[7] (see Fig.
3). The Winston cones are made by machining a solid aluminum 4-inch dowel at the University of
Utah.

2
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Figure 4: Left: A typical gain curve. Each black point is the average of pedestal-subtracted integral of ∼ 400
signals by changing HV 0.84 to 1.36 kV with increment by 0.04 kV, and a red line is a power-law function
fitted all black point shown using a minimizer, MIGRAD based on Davidon-Fletcher-Powell method built
in MINUIT[10]. Right: CRAYS result. The number of photons into PMT is calculated by using a simple
ray-tracing simulation taking into account Rayleigh scattering in the chamber. A red line is a line fit function
using MIGRAD and allows us to count the number of photons in real data.

It also houses the batteries, data acquisition and control electronics. The j-NICHE counters have
only one PMT installed per counter, but a two-PMT design for future NICHE hybrid array will
allow for a local coincidence trigger and thus a lower threshold and/or a lower trigger rate.

Figure 5: Enclosure of a j-NICHE counter. Left: a CAD image. Right: Actual view of a j-NICHE counter.
A PMT, two electronics boxes, batteries, a motor and a charge controller can be seen.

4. NICHE operation

NICHE operation is held for a whole dark night from the end of the astronomical twilight to the
beginning of the next astronomical twilight, thus carried out at the same time as MD-FD operation.
Main PC at MD-FD building connects each detector via wire-less communication using SSH, and

4
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Figure 5: Left: A plot of the NICHE response to an event from 20170921. The filled color circles are drawn
with centers at the locations of the NICHE counters with respect to TALE and with a radius proportional
to the total signal size seen in that counter. The color of the filled circle represents the relative time of
the counter trigger within the multiple, with purple being early and red being late. The size of the open
black circles represents the FWHM of the signal seen by the NICHE counter. The purple line represents the
location of the Shower-Detector Plane seen by TALE as projected onto the ground and with its uncertainty
given by the dotted lines. Right: A plot of the triggered tubes in the TALE detector. The filled black circles
represent the good, triggered PMTs with a location representing the direction viewed by the PMT and with
a radius proportional to the signal size. The black dots represent the viewing directions of all the rest of the
PMTS. The solid red line represents the Shower-Detector Plane as projected onto the celestial sphere, with
uncertainy given by the dotted lines. The directions to the triggered NICHE counters are given by the red
squares.

Figure 6: Left: A plot of the time vs. angle-in-the-SDP of TALE PMTs as black points with error bars. The
times of NICHE triggers as projected onto the TALE position are shown as blue points. There is one ad hoc
time added to all the NICHE times to get the best timing fit. The timing fit is shown as a red line. Right: The
distribution of ad hoc times over all NICHE-TALE coincident events. The distribution has a mean of 88 ns
and an RMS width of 45 ns.

5

A coincidence event detected by NICHE and by TALE-FD at Sep. 21, 2017. And a hybrid geometry reconstruction 
from NICHE and TALE-FD data.
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the counter trigger within the multiple, with purple being early and red being late. The size of the open
black circles represents the FWHM of the signal seen by the NICHE counter. The purple line represents the
location of the Shower-Detector Plane seen by TALE as projected onto the ground and with its uncertainty
given by the dotted lines. Right: A plot of the triggered tubes in the TALE detector. The filled black circles
represent the good, triggered PMTs with a location representing the direction viewed by the PMT and with
a radius proportional to the signal size. The black dots represent the viewing directions of all the rest of the
PMTS. The solid red line represents the Shower-Detector Plane as projected onto the celestial sphere, with
uncertainy given by the dotted lines. The directions to the triggered NICHE counters are given by the red
squares.

Figure 6: Left: A plot of the time vs. angle-in-the-SDP of TALE PMTs as black points with error bars. The
times of NICHE triggers as projected onto the TALE position are shown as blue points. There is one ad hoc
time added to all the NICHE times to get the best timing fit. The timing fit is shown as a red line. Right: The
distribution of ad hoc times over all NICHE-TALE coincident events. The distribution has a mean of 88 ns
and an RMS width of 45 ns.
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NICHE is a low energy extension of TALE sensitivity in order to measure 
the chemical composition of cosmic rays in the energy from 1 to 100 PeV.
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1. TALE hybrid 
2. TAx4



TALE hybrid

TALE SD array

TALE hybrid = 
low energy extension of TA hybrid 
sensitivity down to 1016 eV, with 
FDs observing higher elevation, 
Densely-arrayed SDs 
Precise measurement of the composition : 
FD + SD hybrid measurement
TALE-FD : 10 telescopes are in operation  
since Sep. 2013 

Expected specifications of TALE hybrid  
Threshold energy E : logE=16.0 
Event rate : ~5,000 events/year 
Δθ = 1.0°  ( FD mono : 5.3°) 
ΔXmax = 20 g/cm2 (FD mono :  44 g/cm2)

TALE-FD 400m spacing 40 
SDs

600m spacing 40 
SDs
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TA SD array

→ Installed 80 SDs with 400m, 600m spacing 
TALE-SD array in operation since Feb. 2018 
TALE-hybrid started running at Sep. 2018



TA×4

SD array of ~3000 km2 
by 500 SDs 
with 2 km spacing 
+ 

2 FD stations (12 HiRes-II telescopes)   
4 FDs at the northern station 
8 FDs at the southern station 

TA SD array

TALE SD array

TA×4 FD FOV

TA×4 FD FOV
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TA×4 array

TA×4 array

In order to increase  
the event statistics@UHE 

↓ 
To increase the coverage from 

    TA = 700 km2 
↓ 

    TAx4 = 3,000km2



New PMT(Hamamatsu R8619) 
• QE~20% @500nm (TA: ~10%) 
• Linear range max@~50mA (TA: ~25mA) 
• Photo-cathode uniformity 

→ reduce total length of WLSF ~33% of TA

TA実験で使用したPMT (9124SA)

2015/8/24 8

SD8台について
position dependence測定
最大20-30%程度

TA×4

TA×4 array

TALE SD array

TA×4 FD FOV

TA×4 array

TA×4 FD FOV
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浜松ホトニクス(R8619)

2015/8/24 9

TA TAx4

TA SD array



TA×4
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Feb. 19 - Mar. 12, 2019 

257 SDs 
6 communication towers 

were installed in the site

TA×4 north 
130 SDs

TA×4 south 
127 SDs

TA  
507 SDs

TALE  
80 SDs



log10	(Ereco	/	Esim)�

57	EeV�

TA×4@Apr. 2019
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TA×4 north 
130 SDs

TA×4 south 
127 SDs

TA  
507 SDs

TALE  
80 SDs

trigger efficiency 
> 95%@57EeV

energy resolution: 
25% 
angular resolution: 
2.2o



TA×4

TALE SD array

TA×4 FD FOV

TA×4 FD FOV
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TA×4 array

TA×4 array

TA×4 northern FD station

TA×4 southern FD station

First light @ Feb. 16, 2018

under construction

TA SD array



TA site: Platform for next generation
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EUSO-TA 
(connect to POEMMA)

 CRAFFT

CRAFFT (Cosmic Ray Air Fluorescence Fresnel lens Telescope) Y. Tameda (OECU)

Next generation detector for ultra-high energy cosmic ray air 
shower observation 
Developing a low cost FD using Fresnel lens and single pixel 
Deployed four CRAFFT detectors at TA FD site. 
Test observation : 2017 Nov. 9 ~ Nov. 23 (10 nights, 63.5 h) 
Succeed to detect 10 UHECR air shower events !!
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Four CRAFFT detectors deployed at TA FD site. 
8 inch. PMT at the focus. 
F.O.V. 8° x 8° with spacial filter for test observation. 
Originally 12° x 12° w/o spacial filter. 

CRAFFT detectors 
deployed at TA FD Site

8 inch PMT

Spacial filter
Simple structure FD 
1.4 m2 Fresnel lens 

Succeeded to detect UHECR air showers !!

Waveform of air shower 
Recorded by CRAFFT

F.O.V. of CRAFFT compared with 
Event display of TA FD

CRAFFT (Cosmic Ray Air Fluorescence Fresnel lens Telescope)

20 km

Fluorescence detector Array of Single-pixel Telescopes 
TA and Auger Surface Detectors

Pierre Auger: 3000 km2 Telescope Array:700 km2

(not drawn to scale) 3

TA and Auger Surface Detectors

Pierre Auger: 3000 km2 Telescope Array:700 km2

(not drawn to scale) 3

TA
700 km2

Auger
3000 km2

56 EeV

(same scale)
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FAST(1/10)
60 stations
17,000 km2

Simulation

✦ Fluorescence detector array optimized for 
detections of ultrahigh-energy cosmic rays

3 telescopes installed in TA

 FAST



EUSO-TA: analysis of the detected events F. Bisconti

1. Introduction

The JEM-EUSO program has the objective to build a fluorescence cosmic ray detector de-
signed to observe Ultra-High Energy Cosmic Rays (UHECRs) from space, on-board the Interna-
tional Space Station (ISS). The UHECRs of interest have energy of ⇠1020 eV, as at this energy they
are not strongly deflected by intergalactic and galactic magnetic fields, and therefore it would be
possible to identify directly the sources for the first time. However, the observation of such cosmic
rays is challenging because of their low flux of ⇠1 particle/km2 per millennium. The probability
to detect UHECRs is strongly higher from space with respect to ground, since the observed area
projected on ground would be up to ⇠105 km2, much larger than any possible ground-based exper-
iment, covering areas of ⇠103 km2. In this context, UHECRs can be detected observing the UV
fluorescence light emitted by Nitrogen molecules when Extensive Air Showers (EASs) induced by
UHECRs cross the atmosphere, which can be considered as a huge calorimeter.

EUSO-TA [1, 2] is one of the experiments of the JEM-EUSO program [3], born and used to
validate the observation principle and the design of this kind of detectors by observing EASs and
laser pulses from ground. It is installed at the Telescope Array (TA) [4] site in Utah (USA), in
front of the Black Rock Mesa Fluorescence Detector (BRM-FD) station [5], as shown in Figure 1.
With the external trigger provided by the BRM-FDs, it is possible to detect EASs and pulsed laser
shots from the Central Laser Facility (CLF) [6], at about 20 km distance, which can be used to
test and calibrate the detector. In addition, portable lasers with variable direction and energy, like
the Global Light System prototype (GLS) [7], can be used to extend the range of distance of the
source from the detector. The EASs detected by EUSO-TA have been analyzed to understand the
performance and the detection limit of EUSO-TA. In this proceedings, updates with respect to the
analysis discussed in reference [1] are given.

Figure 1: The EUSO-TA detector in front of the Black Rock Mesa Fluorescence Detector station.

2. The EUSO-TA detector

The EUSO-TA detector consists of an optical system with two flat Fresnel lenses of 1 m
diameter and 8 mm thickness [8]. The EUSO-TA focal surface has a concave shape and consists
of one Photo-Detector Module (PDM), which is a ⇠17 cm⇥17 cm active surface composed by

2

TA site: Platform for future
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EUSO-TA

EUSO-TA: analysis of the detected events F. Bisconti

3. Observation of UHECR events

Four data acquisition campaigns in the year 2015 and one in 2016 were done with the exter-
nal trigger provided by BRM-FDs, for a total of about 140 hours. The analysis reported in this
proceedings refers to data taken in 2015, equivalent to about 120 hours.

Energy and distance of the EASs crossing the field of view of EUSO-TA, whether detected or
not, can be used to estimate the detection limit of the detector. As the field of view of BRM-FDs
includes the EUSO-TA one, they detect all the EASs in the EUSO-TA field of view. The Telescope
Array Collaboration provides the list of such events and also the reconstruction parameters of the
UHECRs generating the EASs, reconstructed in monocular mode (using just data collected with
the BRM-FDs). The reconstruction parameters used in this analysis are the impact parameter Rp,
i.e. the shortest distance between the EAS axis and the detector in the shower-detector plane; the
reconstructed energy of the primary particle ErecTA; the impact point on ground of the EAS axis;
the zenith and azimuth angles of the EAS axis.

Figure 2: The UHECR event detected on May 13th, 2015, with impact parameter Rp = 2.5 km and energy
ErecTA = 1018 eV. Left: event detected by EUSO-TA, showing counts per pixel per GTU on the full PDM.
Right: event detected by BRM-FDs, in horizontal coordinates, where each circle represents one PMT of the
BRM-FDs. the red rectangle indicates the EUSO-TA field of view.

The plot on the left in Figure 2 shows a sample EAS detected by EUSO-TA in 1 GTU, with
the counts per pixel per GTU on the full PDM. The plot on the right shows the same event de-
tected by BRM-FDs, in horizontal coordinates, with the EUSO-TA field of view indicated by the
red rectangle and each circle represents one PMT of the BRM-FDs. One can see that the spatial
resolution is higher for EUSO-TA than for the BRM-FDs. As the field of view of the BRM-FDs
covers 33� in elevation and 100� in azimuth, the event reconstruction is based on the observation of
the whole or most of the shower, including the shower maximum, i.e. the point along the shower
longitudinal axis with the maximum number of particles. From the reconstruction of the EAS, it is
possible to estimate the energy of the primary particle. On the other hand, EUSO-TA has a field of
view of 10.6�⇥10.6� in elevation and azimuth, which is within the field of view of the BRM-FDs.
This means that in case of an EAS in its field of view, EUSO-TA observes just a small portion of
it, and in most cases it does not observe the maximum. This is not the case for space based ex-

4

UHECR event on May 13, 2015
EUSO-TA
(external trigger from TA BRM)

TA BRM-FD
Rp = 2.5km, logE = 18

EUSO-TA F.O.V.

EUSO-TA: analysis of the detected events F. Bisconti
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Figure 3: EASs crossing the field of view of EUSO-TA. Top: impact parameter versus reconstructed energy;
Middle: distance along the telescope axis versus equivalent energy; Bottom: distance along the telescope
axis versus equivalent energy corrected by the atmospheric attenuation.
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Observing UHECRs with prototypes of FAST in both hemispheres Toshihiro Fujii
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Figure 3: The impact parameter and time-average brightness of detected the EAS as a function of the
reconstructed energy, along with an energy histogram. These parameters are reconstructed by the TA FD.
Open-circles indicate all TA FD reconstructed events, red triangles and blue squares show single-hit PMT
and multi-hit PMT events by the FAST prototypes, respectively.

Figure 4: The two highest energy cosmic rays detected with TA detectors and FAST prototypes. TA displays
(left) show event data measured by the surface detector array, and the PMT signals measured by the TA
fluorescence telescopes. The size of the circles indicate the signal amplitude and the color represents the
signal timing. The red square grid corresponds to individual PMT field-of-views of FAST prototypes. The
waveforms (right) observed with the FAST prototypes. The red histograms show the recorded data and the
black curves indicate the best-fit signal from a top-down reconstruction.

remote operation. Figure 5 shows photographs taken during the installation. Signals from a distant
laser, along with Cherenkov-dominated signals from close-by UHECR showers have already been
observed with this new prototype. The total observation time is 85 hours as of June 2019. This
identical FAST prototype will allow for a cross-calibration of the energy and Xmax scales of Auger
and TA, as well as a comparison between the atmospheric transparency at both sites, an important
source of systematic uncertainty in the fluorescence technique.

5

One of the highest energy events detected by 
TA FD, SD and FAST prototype

TA site: Platform for future
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CRAFFT (Cosmic Ray Air Fluorescence Fresnel lens Telescope) Y. Tameda (OECU)

Next generation detector for ultra-high energy cosmic ray air 
shower observation 
Developing a low cost FD using Fresnel lens and single pixel 
Deployed four CRAFFT detectors at TA FD site. 
Test observation : 2017 Nov. 9 ~ Nov. 23 (10 nights, 63.5 h) 
Succeed to detect 10 UHECR air shower events !!
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Four CRAFFT detectors deployed at TA FD site. 
8 inch. PMT at the focus. 
F.O.V. 8° x 8° with spacial filter for test observation. 
Originally 12° x 12° w/o spacial filter. 

CRAFFT detectors 
deployed at TA FD Site

8 inch PMT

Spacial filter
Simple structure FD 
1.4 m2 Fresnel lens 

Succeeded to detect UHECR air showers !!

Waveform of air shower 
Recorded by CRAFFT

F.O.V. of CRAFFT compared with 
Event display of TA FD

CRAFFT (Cosmic Ray Air Fluorescence Fresnel lens Telescope)

CRAFFT (Cosmic Ray Air Fluorescence Fresnel lens Telescope) Y. Tameda (OECU)

Next generation detector for ultra-high energy cosmic ray air 
shower observation 
Developing a low cost FD using Fresnel lens and single pixel 
Deployed four CRAFFT detectors at TA FD site. 
Test observation : 2017 Nov. 9 ~ Nov. 23 (10 nights, 63.5 h) 
Succeed to detect 10 UHECR air shower events !!
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CRAFFT detectors 
deployed at TA FD Site

8 inch PMT

Spacial filter
Simple structure FD 
1.4 m2 Fresnel lens 

Succeeded to detect UHECR air showers !!

Waveform of air shower 
Recorded by CRAFFT

F.O.V. of CRAFFT compared with 
Event display of TA FD

CRAFFT (Cosmic Ray Air Fluorescence Fresnel lens Telescope)

One of events detected by TA FD & CRAFFT

(1.4m2 fresnel lens 
+ 8 inch PMT )
x 4 telescopes

CRAFFT

FAST

Observing UHECRs with prototypes of FAST in both hemispheres Toshihiro Fujii

Figure 2: The design of the full-scale FAST prototype and the three FAST prototypes installed at the Black
Rock Mesa site of the Telescope Array Experiment.

the TA FD. The maximum detectable impact parameter is approximately 20 km at 1019.5 eV, with
brighter signal showers being detected by more than one PMT on average. Two cosmic rays with
energies above 10 EeV were detected with the three prototypes during the 52 hours observation
time, suggesting an expected event rate of ∼25 events per year if a 15% duty cycle is assumed.

A “top-down” reconstruction algorithm for data collected by the FAST prototypes has been
implemented to determine the best-fit shower parameters by comparing the measured signal trace
to a library of simulated templates. Figure 4 shows event displays of the two highest energy cosmic
rays detected by the TA FD and FAST prototypes, along with a comparison between the prelim-
inary waveforms of the FAST prototypes with simulated signals from the result of the top-down
reconstruction. The preliminary energy and Xmax values reconstructed by the top-down method us-
ing FAST data are 19 EeV and 808 g/cm2, and 10 EeV and 830 g/cm2, respectively. The simulated
waveforms corresponding to these parameters show reasonable agreement with the data, although
further understanding of the telescope calibration factors are required to reduce the discrepancy.

5. Installation of a FAST prototype at the Pierre Auger Observatory

We installed an additional identical FAST prototype at the Auger site in April 2019 and began a

4

Y. Tameda for CRAFFT collaboration

T. Fujii for FAST collaboration
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Telescope Array is UHECR observatory in the northern hemisphere. 
Hybrid = Fluorescence Detectors + 700 km2 Surface Detector array 
Energy spectrum from 11 year observations by TA SD array 
Indication of the declination dependence 

TA Low Energy Extension (TALE) FD have measured energy spectrum. 
TA FD stereo and hybrid Xmax measurements 
Below 1019.1 eV TA hybrid data is found to be compatible with mixtures composed 
of predominantly light elements such as protons and helium.  

Hot spot from 11 years of data,  it is seen in the direction of Ursa Major (post trial 3σ 
significance). It now appears larger(extended) than we originally thought.  
NICHE is in operation since Sep. 2017.  
We need much more data at high energy end ‒ > TAx4 is in operation! 
Full TALE SD is now on-line! Hybrid observations since Sep. 2018. 

Hybrid measurement has extended the energy reach below ~1016 eV  
TA site is a platform for FUTURE!
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in ICRR, University of Tokyo

10th anniversary of Telescope Array operation

symposium and ceremony at Dec. 19, 2018 

Thank you for your continuous support toward 20th anniversary !


